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Finite State Machines (FSMs) are widely used for analysis and synthesis of digital 

components of control systems. In order to take into account time aspects, timed FSMs are 

considered. In this paper, we address the problem of deriving a parallel composition of FSMs 

with timed guards and output delays (output timeouts). When the parallel composition is 

considered, component FSMs work in the dialog mode and the composition produces an 

external output when interaction between components is terminated. In this work, we formally 

introduce the parallel composition operator for FSMs with timed guards (TFSM) and show that 

unlike classical FSMs, a "slow environment" and the absence of live-locks are not enough for 

describing the behavior of a composition of deterministic TFSMs by a deterministic FSM with a 

single clock. Although the set of deterministic FSMs with timed guards is not closed under the 

parallel composition operator, some classes of deterministic TFSMs are still closed under this 

operator. 
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1. Introduction 

Finite State Machines (FSMs) are widely used for analysis and synthesis of discrete systems [1, 

2], for example, for test derivation [3], verification [4] and optimization [1]. An FSM models a 

discrete event system that moves from state to state producing an output when an input is applied 

and is appropriate when reactive systems are considered. When the behavior of a complex system is 

described, a hierarchical approach is usually applied, i.e., a complex system is represented as a 

system of interacting components which usually are ‘simpler’ than the whole system. In the context 

of the FSM theory, a number of composition operators are considered and the notions of the parallel 

and synchronous compositions are defined [2]. A parallel composition describes the behavior of 

component machines which interact in a dialogue mode and is known to be appropriate when 

describing the joint functioning of protocol implementations and/or software components of 

telecommunication systems under the assumption of ‘one message in transit’. The parallel 

composition operator is well known for classical FSMs and the set of deterministic FSMs is closed 
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under this operator when a so-called slow environment is considered. The slow environment means 

that the next input can be applied to the FSM composition only after the composition has produced 

an external output to the previous input. 

Nowadays, a number of reactive systems take into account time aspects and thus, FSM based 

methods have to be extended to FSMs with time aspects such as timed guards, input and output 

timeouts [5, 6, 7]. A timed FSM can be considered as a good compromise between the expressive 

power and simplicity when considering timed automata [4, 8]. An FSM with timeouts can 

spontaneously change the current state if no input is applied before the input timeout expires. An 

FSM with time guards can have time restrictions at a state and thus, the behavior depends on a time 

instance when an external input is applied at the current state. Output timeouts in both cases 

describe the number of time units needed for processing an applied input. 

In order to describe the joint behavior of communicating machines with time aspects, the 

composition operator has to be defined for the collection of Timed FSMs (TFSM). The parallel 

composition operator for FSMs with timeouts was proposed in [9] and is based on the intersection 

of corresponding underlying automata derived for TFSM components. 

In this paper, we propose an algorithm for deriving a composed machine for a system of 

communicating FSMs with timed guards, namely, we define the parallel composition operator for a 

pair of such complete deterministic FSMs. It is shown that unlike classical FSMs, the set of 

deterministic FSMs with timed guards is not closed under the parallel composition operator in the 

context of slow environment assumption, i.e., the parallel composition of two deterministic TFSMs 

can have the nondeterministic behavior. Some examples can be found in [10]; however, in that 

paper, only the proof sketches were proposed and it was difficult to say whether more such 

situations can occur. We also consider some TFSM classes for which it is not the case, i.e., TFSM 

classes which are closed under the parallel composition. The definition of the parallel composition 

operator can also be used for checking whether there are live-locks in the composition of 

deterministic TFSMs, i.e., can be used for the verification of TFSM compositions.  

The rest of the paper is organized as follows. Section 2 contains the preliminaries for classical 

and timed FSMs. In Section 3, the parallel composition operator is defined. In section 4, TFSM 

classes closed under the parallel composition are considered. Section 5 concludes the paper.. 

2. Preliminaries 

Finite State Machines [1, 2] are widely used for modeling reactive systems that move from state 

to state under input stimuli and produce a predefined output response. Formally, an initialized FSM 

is a 5-tuple S = S, s0, I, O, hS where S is a finite non-empty set of states with the designated 



System Informatics (Системная информатика), No. 14 (2019)   57 

initial state s0, I and O are input and output alphabets, and hS (S  I  O  S) is the transition 

(behavior) relation. A transition (s, i, o, s) describes the situation when FSM S moves from current 

state s to state s when an input i is applied producing the output (response) o. The FSM S is 

nondeterministic if for some pair (s, i)  S  I, there exist several pairs (o, s′)  O  S such that 

(s, i, o, s′)  hS; otherwise, the FSM is deterministic. The FSM S is complete if for each pair (s, 

i)  S  I there exists (o, s′)  O  S such that (s, i, o, s′)  hS; otherwise, the FSM is partial. 

FSM S is observable if for every two transitions (s, i, o, s1), (s, i, o, s2)  hS it holds that s1 = s2.  

A timed FSM can be annotated with a timed variable, timed guards and output delays [5, 6, 7]. In 

this paper, an initialized TFSM is a 5-tuple S = (S, s0, I, O, S) where S is a finite non-empty set of 

states with the designated initial state s0, I and O are input and output alphabets, S  S  I  O  

S    Z is the transition relation where the set  is a set of input timed guards and Z is the set 

of output delays which are non-negative integers. An input timed guard g  describes the time 

domain when a transition can be executed and is given as an interval <min, max> from [0; ), 

where <  {(, [}, >  {), ]}. The transition (s, i, o, s, g, d)  S  I  O  S   Z means that 

TFSM S being at state s accepts an input i applied at time t  g measured from the initial moment 

or from the moment when TFSM S produced the last output; the clock then is set to zero and S 

produces output o after d time units. After producing the output the clock also is set to zero.  

The TFSM S is a complete if the union of all input timed guards at any state s under every input i 

equals [0; ). The TFSM S is a deterministic TFSM if for each two transitions (s, i, o1, s1, g1, d1), 

(s, i, o2, s2, g2, d2) hS, s1  s2, d1  d2 or o1  o2, it holds that g1  g2 = , otherwise, TFSM S is 

nondeterministic. The TFSM S is observable if for every two transitions (s, i, o, s1, g1, d), (s, i, o, 

s2, g2, d)  S such that g1  g2   it holds that s1 = s2.  In this paper, we consider a system of 

interacting complete deterministic TFSM components and check whether the parallel 

composition can have live-locks and/or the nondeterministic behavior. A timed input is a pair (i, t) 

where i  I and t is a real; a timed input (i, t) means that input i is applied to the TFSM at time 

instance t. A timed output is a pair (o, d) where o  O and d is the output delay for producing the 

output o after an input was applied. A sequence of timed inputs  = (i1, t1) … (in, tn) is a timed input 

sequence, a sequence of timed outputs  = (o1, d1) … (on, dn) is a timed output sequence.  

In this work, we also use the notion of a Finite Automaton that is a 4-tuple S = (S, s0, A, hS), 

where S is a finite non-empty set of states with the designated initial state s0, A is a finite non-

empty set of actions and hS (S  A  S) is the transition (behavior) relation. A transition (s, a, 
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s) describes the situation when automaton S moves from state s to state s under action a. A trace of 

automaton S at state s is a sequence of actions which takes S from state s to state s. 

3. Defining the parallel composition operator 

In this section, we propose an algorithm for deriving the parallel composition of complete 

deterministic TFSMs. The parallel composition operator takes two TFSMs; the input (output) 

alphabet of each of them is divided into two subsets of external and internal inputs (outputs). We 

further assume that IS and V (IP and U) are external and internal input alphabets of component 

TFSM S (or P correspondingly) while OS and U (OP and V) are external and internal output 

alphabets of component TFSM S (or P correspondingly). When an external timed input is applied to 

the one of components, for example, to the component TFSM S, the component produces a 

corresponding output response that can be an internal or an external output after appropriate number 

of time units. If an external output is produced then the composition is ready to accept the next 

external input, while the value of a time variable of another component P is increased by the time 

that was needed for S to communicate with the environment. If S produces an internal output then 

the P processes it according to its description and produces an external output to the environment or 

an internal input that is applied to the S. The dialog holds until an external output is produced by 

one of the components. If the component TFSMs fall into the infinite dialogue then the composition 

is said to have a live-lock and the behavior of the composition is not defined for a corresponding 

input. As usual, we assume that the system of interaction TFSMs works in the slow environment, 

i.e., the next external input can be applied to the composition only when the latter has produced an 

external output to the previous external input. 

Consider the composition of TFSMs S and P in Figure 1 and an external input sequence (i1, 

0.4).(i2, 0.5) where i1 and i2 are external inputs of component TFSMs S and P, respectively. Input 

(i1, 0.4) is applied to component TFSM S which produces the external output (o11, 1) without any 

dialog with component TFSM P and resets the value of its timed variable to zero. At the same time, 

the value of the timed variable of component TFSM P is increased to 1.4, i.e., to the time value 

when component TFSM S was communicating with the environment, and reaches the value 1.9 

when the next external input i2 is applied. Correspondingly, the P produces an internal output (v, 2) 

to the component S and the latter produces an external output (o12, 3). Therefore, for the next input 

(i2, 0.5) the composition produces an external output (o12, 5) where five is the sum of time units 

needed to execute both transitions. By direct inspection a reader can assure that if the second 

external input i2 were applied at time 0.9 instead 0.5 then P would produce an external output (o22, 

1) without a dialog with component TFSM S. 
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Fig. 1. Parallel composition of TFSMs S and P 

When talking about the parallel composition over TFSMs, we would like to describe the 

behavior using the same model, i.e., the model of an FSM with timed guards. As a minimal timed 

guard has the duration one, the above example clearly shows that the parallel composition of 

deterministic TFSMs can have the nondeterministic behavior. 

Another problem when describing the behavior of interacting deterministic FSMs which 

communicate in a dialogue mode, are live-locks when component FSMs fall into an infinite 

dialogue without producing an external output. Therefore, even under the assumption of the slow 

environment the parallel composition of two deterministic complete TFSMs can be partial and 

nondeterministic. Below we propose an algorithm for deriving the parallel composition of two 

FSMs with timed guards. In general case, this composition can have live-locks and the 

nondeterministic behavior; both features can be detected during the parallel composition 

construction. 

Parallel composition operator: 

Given a positive integer B, we use the following notations. The set GВ of intervals is the set {[a, 

a], (a, a + 1), [B, B], (B, ): a  N and a < B}, where N is the set of non-negative integers. Given 

two intervals g, g  GВ, we define the composition g ∘ g of these intervals. If g = [a, a] and g = [b, 

b] then g ∘ g = [a + b, a + b]; if g = (a, b) and g = (a, b) then g ∘ g = (a + a, b + b) assuming 

that a +  =  for any integer a.  

For each interval g, we specify a corresponding set FВ(g) of GВ items. FВ(g) = {g : g  GВ, g 

 g  }. 

The behavior of a TFSM can be adequately described using a classical FSM that is called the 

FSM abstraction of the TFSM [11]. Given a complete observable possibly deterministic TFSM S = 

(S, s0, I, O, S) with the largest finite boundary of timed guards BS and the largest output delay DS, 

the behavior of a corresponding FSM abstraction AS(B) = (S, s0, IA, OA, SA), where B  BS, IA = I  

GВ, OA = O  {0, 1, …, DS}, can be described as follows. There is a transition (s, (i, gi), (o, d), s)  
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SA if and only if there is a transition (s, i, o, s, g, d)  S such that gi  g. For deterministic TFSMs 

S and P in Figure 1 corresponding FSM abstractions are shown in Figure 2. 

  

Fig. 2. FSM abstractions of TFSMs S and P 

Algorithm for deriving the parallel composition of initialized deterministic complete FSMs 

with timed guards S and P 

Input. Initialized deterministic complete FSMs with timed guards S = (S, s0, IS = Is  V, OS = Os  

U, hS) and P = (P, p0, IP = Ip  U, OP = Os  V, hP), where Is and Os (Ip and Op) are external input 

and output alphabets of the component TFSMs S (P) while V and U (U and V) are internal input and 

output alphabets of the component FSM S (P); the alphabets are pairwise disjoint 

Output. Parallel composition of S and P that is a FSM T with timed guards or one of messages 

«The system has a live-lock» or «The behavior of the system is nondeterministic» 

Step 1. Derive the global automaton Q = (Q, {(i, g)/(r, d): i  Is  Ip, o  Os  Op, g  GВ, d  Z}, 

q0, Q), where B is maximum of BS and BP and each state q  Q that is a stable state, is a 4-tuple (s, 

gs, p, gp)  S  GВ  P  GВ; each state q  Q that is an unstable state, is a 5-tuple (s, gs, p, gp, (a, 

g)) where (s, gs, p, gp)   S  GВ  P  GВ and a  U  V, g  GВ.  By definition, the initial state q0 

= (s0, [0, 0], p0, [0, 0]) is stable. A state is stable if and only if every incoming transition to a state is 

labelled by an action (r, g)/(o, d) where o is the external output of S or P. At each stable state every 

transition under an action (i, g)/(r, d), where i is the external input of S or P, is defined. At an 

unstable state that is a 5-tuple (s, gs, p, gp, (a, g)), the only defined transition is under an action (a, 

gs)/(o, d), r  OS  OP. 

Step 2. Derive FSM abstractions AS(B) and AP(B). 
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For each external input i  Is, interval g  GВ and stable state (s, [0,0], p, gp) of the automaton Q 

and transition (s, (i, g), (r, d), s) of the FSM abstraction AS(B) 

If r is internal then add to Q transitions ((s, [0,0], p, gp), (i, g)/(r, d), (s, [0,0], p, gp, (r, [d, 

d])) where gp  FВ(g ∘ gp∘ [d, d]); 

Else add to Q transitions ((s, [0,0], p, gp), (i, g)/(r, d), (s, [0,0], p, gp)), where gp  FВ(g ∘ gp∘ 

[d, d]); 

For each external input i  Ip, interval g  GВ and stable state q = (s, gs, p, [0,0]) of the 

automaton Q and transition (p, (i, g), (r, d), p) of the FSM abstraction AP(B) 

If r is internal then add to Q transitions ((s, gs, p, [0,0]), (i, g)/(r, d), (s, gs, p, [0,0], (r, [d, d])) 

where gs  FВ(g ∘ gs∘ [d, d]); 

Else add to Q transitions ((s, gs, p, [0,0]), (i, gi)/(r, d), (s, gs, p, [0,0]), where gs  FВ(g ∘ gs∘ 

[d, d]; 

For each unstable state (s, [0,0], p, gp, (r, [d, d]) of global automaton Q with an incoming 

transition labeled by (i, g)/(r, [d, d]) determine a transition (p, (r, gp),  (m, k), p) of the FSM 

abstraction AP(B);  

If m is internal then add to Q a transition ((s, [0,0], p, gp, (r, [d, d])), (r, [d, d])/(m, k), (s, [k, 

k], p, [0, 0], (m, [k, k]));  

Else add to Q a transition ((s, [0,0], p, gp, (r, [d, d])), (r, [d, d])/(m, k), (s, [k, k], p, [0, 0])) 

For each unstable state (s, gs, p, [0,0], (r, [d, d])) of global automaton Q with an incoming 

transition labeled by (i, g)/(r, [d, d]) determine a transition (s, (r, gs),  (m, k), s) of the FSM 

abstraction AP(B);  

If m is internal then add to Q a transition (s, gs, p, [0,0], (r, [d, d])), (r, [d, d])/(m, k), (s, [0, 0],  

p, [k, k], (m, [k, k])) 

Else add to Q a transition ((s, gs, p, [0,0], (r, [d, d])), (r, [d, d])/(m, k), (s, [0, 0], p, [k, k])) 

Step 3. Derive the parallel composition of S and P in the form of FSM abstraction AT 

If the global automaton Q has a cycle where all transitions are labelled with internal actions then 

return the message «The composition has a live-lock»; 

Else Derive an FSM AT:  

- states of AT correspond to stable states of the global automaton Q; 

- for each trace  = (i1, g1)/(o1, d1), …, (in, gn)/(on, dn) which takes Q from a stable state q1 to 

stable state q2, add to AT a transition (q1, (i1, g1), (on, d), q2) where d = d1 + … + dn is the sum of 

all output delays in trace ;  

- derive the observable form of FSM AT [12]; 
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If AT is nondeterministic then return the message «The composition behavior cannot be described 

by a deterministic TFSM».  

Else the FSM abstraction AT is translated into TFSM T. 

Consider as an example of parallel composition of TFSMs S and P in Figure 1. A fragment of 

the global automaton derived at Step 2 of the above algorithm and a fragment of the corresponding 

FSM AT are shown in Figure 3. 

 

Fig. 3. A fragment of the global automaton Q for TFSMs S and P and a fragment of the corresponding 

FSM AT 

4. Selected TFSM classes closed                                                       

under the parallel composition operator 

When analyzing Algorithm 1, we conclude that the derived composed machine can be 

nondeterministic when at least one stable state of global automaton has interval (a, b). In this case, 

the response of TFSM components to input (i, (a, b) cannot be uniquely specified. In this section, 

we consider special classes of TFSM composition for which the composition behavior is 

deterministic. 

We first note that the global automaton Q and the corresponding composed machine are 

deterministic if GВ = {[0, 0], [1, 1], …, [B, B], (B, )}. Another case of deterministic behavior 

occurs when for each external input every component produces an internal output, as the automaton 

Q is then taken to an unstable state from which there the only deterministic transition is defined.  

Below we formally specify deterministic TFSM classes which are closed under the paper 

composition operator. Differently from [10], the proofs to Propositions 1 and 2 are direct corollaries 

to the definition of the parallel composition operator. 



System Informatics (Системная информатика), No. 14 (2019)   63 

Proposition 1 [10]. Let S and P are deterministic complete FSMs with timed guards. Parallel 

composition of TFSMs S and P is a deterministic TFSM if for each transition (q, i, a, q, g, d)  hS 

 hP, where i is an external input, it holds that a is an internal output. 

Proposition 2. Let S and P are deterministic complete FSMs with timed guards. Parallel 

composition of TFSMs S and P is deterministic TFSM if external inputs can be applied to TFSM 

composition only at integer time instances. 

In both above cases, the value of the clock variable of each component is an integer when an 

external output is produced and GВ = {[0, 0], [1, 1], …, [B, B], (B, )}. 

Proposition 3. Let S and P be deterministic complete FSMs with timed guards. The parallel 

composition of TFSMs S and P is a deterministic TFSM if the minimum output delay in TFSM S 

and P is bigger than the maximum of BS and BP. 

In these cases, the value of the clock variable of each component is 0 or (B, ) when an external 

output is produced, respectively GВ = {[0, 0], (B, )}. 

Similar to parallel composition operator over classical FSMs [2], the parallel composition of 

FSMs with timed guards is a complete TFSM if the system of communicating TFSMs has no live-

locks.  

5. Conclusion 

In this paper, we propose an algorithm for deriving a composed machine for a system of 

communicating FSMs with timed guards, namely, we define the parallel composition operator for a 

pair of complete deterministic FSMs with timed guards. Similar to classical finite state machines, 

we assume the slow environment, i.e., the next external input is applied to the system only when the 

system has produced an external output to the previous external input. However, differently from 

classical finite state machines, the set of deterministic TFSMs is not closed under the parallel 

composition operator.  When deriving the parallel composition of two communicating FSMs with 

timed guards, we also detect live-locks in the system (if any) and the nondeterministic behavior if 

the latter occurs. We also specify some TFSM classes such that there is no nondeterministic 

behavior when TFSM components of these classes are composed. 
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