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The article is devoted to the author's results of the analysis of the genetically inherited ability
of living bodies to intellectual activity (for example, the ability to echolocate in dolphins),
which resulted in the emergence of algebraic formalisms called tensor-unitary transformations.
Genetic intelligence is understood as that part of the intellectual potential of living organisms
that allows, on the basis of genetic information in DNA and RNA molecules, to build, for
example, from one fertilized cell an organism with trillions of cells so that the parental traits are
reproduced in it in a multichannel noise-resistant manner, despite strong noise and constantly
changing conditions of nutrition and external influences during life. In this case, we are talking
about the systematic growth in the course of ontogenesis of the number of parameters and
degrees of freedom of the body with a corresponding increase in the dimensionality of its
configuration space of states. With such growth, the organism at successive stages of its
development, acquiring new degrees of freedom and knowledge, somehow retains the memory
of the skills and knowledge that it possessed at previous stages of life. The author develops the
algebraic foundations for modeling this fundamental feature of the development of living bodies
in the tensor-matrix language of systems of multidimensional vector configuration spaces.
Tensor-unitary transformations are operators that preserve the lengths of vectors during their
tensor transformation into vectors of a space of increased dimension (in contrast to conventional
unitary transformations that transform vectors into a space of the same dimension). They are
operators of expansion of stochastic-deterministic memory with preservation of all previous
memory. Possible applications of tensor-unitary transformations for the development of Al,

genetic algorithms, etc. are discussed.
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1. Introduction

This article is devoted to the analysis of genetically inherited ability of living bodies to perform
intellectual activities (for example, the ability to echolocate in dolphins), as well as algebraic
formalisms called tensor-unitary transformations. These transformations are proposed by the author
as a result of the said analysis for modeling biological phenomena and possible development of

approaches to artificial intelligence systems and new genetic algorithms.
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In artificial intelligence systems, their creators strive to reproduce the properties of the
natural intelligence of living bodies, the structures and mechanisms of which are inherited from
generation to generation due to their connection with the genetic coding system. The author studies
the structural features of the genetic coding system for the disclosure of information patents of
living nature to ensure the inherited abilities of living organisms to perform intellectual activities.

Genetic intelligence is understood as that part of the intellectual potential of living
organisms that allows, on the basis of genetic information in DNA and RNA molecules, to build,
for example, from one fertilized cell an organism with trillions of cells in such a way that the
parental characteristics are reproduced in it in a multichannel, noise-resistant manner, despite strong
noise and constantly changing conditions of nutrition and external influences during life. In this
case, we are talking about the systematic growth in the course of ontogenesis of the number of
parameters and degrees of freedom of the body with a corresponding increase in the dimensionality
of its configuration space of states. At the same time, with such growth, the organism at the next
stages of its development, acquiring new degrees of freedom and knowledge, retains the memory of
the skills and knowledge that it possessed at previous stages of life. The author develops the
algebraic foundations for modeling this fundamental feature of the development of living bodies in
the tensor-matrix language of systems of multidimensional vector configuration spaces. The
desirable modeling tools should allow modeling the phenomenon of preserving the memory of past
states in a developing vector system during its transition to new configuration spaces of increased
dimension with the possibility of simultaneously modeling the expansion of memory with a
corresponding increase in degrees of freedom.

In mathematical natural science, the tensor product of matrices is used to increase the
dimensionality of the model vector space. The genetic coding system, unique in its speed properties,
noise immunity and general biological significance, together with the family of DNA alphabets, is
structured precisely for the tensor product of matrices, which links, for example, matrix
representations of different DNA alphabets into a single tensor family of alphabetic matrices [10,
14]. The founder of quantum information science, Yu. I. Manin, introduced the concept of a
guantum computer in his book [8] precisely when analyzing the features of high-speed processing
of DNA information in chromosomes by “genetic automata”. He prophetically pointed out the
important role of unitary rotations and tensor products: “A quantum automaton must be abstract: its
mathematical model must use only the most general quantum principles, without prejudging
physical implementations. Then the evolution model is a unitary rotation in a finite-dimensional

Hilbert space, and the model of virtual division into subsystems corresponds to the decomposition
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of space into a tensor product. Somewhere in this picture there must be a place for the interaction
traditionally described by Hermitian operators and probabilities” [8, p. 15]. Thus, the very birth of
quantum information science, so promising for the problems of artificial intelligence, occurred
thanks to the desire to understand the features of genetic information science. Obviously, the
universal rules of probabilities in genomic DNA as multilayered texts written in the languages of
tensorial interconnected alphabets of n-plets of DNA, presented in this article, together with the
unitary rotations tied to these rules, are consistent with this prediction of Yu. I. Manin (one example
of the speed of genetic processes that amazed him is the process of replication of DNA strands in
the bacterium E. coli at a speed of more than 1000 nucleotides per second [1].

2. Features of tensor-unitary transformations

The concept and apparatus of tensor-unitary transformations arose in the author as a result of
studying the biological dualism of "stochastics-determinism™, primarily in the information
sequences of genomic DNASs of higher and lower organisms. Individual molecules interact in cells
stochastically. In living bodies, everything is associated with stochastics. Even genetically identical
cells of the same tissue have different levels of protein expression, sizes, etc. But with this
stochastics in the "small”, macro-corporeal traits are inherited from parents as determined. All
genetics as a science began with Mendel's discovery of statistical rules for the inheritance of traits
when crossing organisms. According to Mendel's law of independent inheritance of traits,
information from the level of DNA molecules dictates the macrostructures of living bodies through
many independent channels, despite strong noises. Thus, the colors of hair, eyes and skin are
inherited independently of each other. Accordingly, each organism is a machine of multi-channel
noise-resistant coding based on the dualism of stochastics-determinism.

The results presented in this article are based on the universal rules of statistical organization
of information sequences of single-stranded genomic DNAs of higher and lower organisms, which
the author discovered and which are related to the stochastic-deterministic dualism [11, 12]. It is
logical to look for opportunities to model these universal rules based on the formalisms of quantum
mechanics and quantum information science, since DNA belongs to the microworld of quantum
mechanics, which is based on the concept of probabilities. In quantum mechanics and quantum
information science, unitary transformations play an important role: the evolution of closed
qguantum systems is described by unitary transformations, and all calculations in quantum

information science are based on unitary operators that play the role of logical gates (quantum
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gates) [9]. Unitary transformations of vectors preserve their lengths and the values of scalar
products (in the case of real components, they are orthogonal transformations).

By definition, tensor-unitary transformations are transformations that preserve the norms
(lengths) of vectors during their tensor transformation into vectors of a space of increased
dimension. Unlike unitary transformations, which transform the original n-dimensional vector into
an n-dimensional vector of the same dimension, tensor-unitary transformations transform the
original (or “parent”) n-dimensional vector into a “daughter” m-dimensional vector of increased
dimension (m>n) while preserving the length of the parent vector. We can say that they ensure the
“inheritance” of the vector length into the length of a new tensor-transformed vector belonging to a
space of tensor-increased dimension; this new space can be interpreted as the configuration space of
a multiparameter system, the number of parameters of which has increased in the course of its
development (by analogy with biosystems in the process of their ontogenetic growth).

Applying these tensor-unitary transformations to vectors can be thought of as a two-step
process. First, the original n-dimensional vector, called the parent vector, is represented as the sum
of all its basis vectors with their coordinate weights (e.g., the vector [x, y] is represented as the sum:
X[1, 0]+y[O, 1]). Secondly, each of these weight basis vectors is tensor-multiplied by a so-called
"norm-vector” (a qubit-like vector) that ensures that the length of the parent vector is preserved in
the tensor-increased child vector. By definition, a norm-vector is a k-dimensional vector

2 4 g2

[0, a1, 02, ..., ak1], the sum of the squares of the coordinates of which is equal to 1: ao? + o1
+ ...+ ax1? =1. Its coordinates can be interpreted as probability amplitudes (as in qubit or poly-qubit
vectors), which in the general case can be either fixed numbers or functions of time or other
variables. We briefly note that tensor-unitary transformations can be represented as a special case of
Hadamard products for block vectors, in which we are talking about component-wise multiplication
of a vector by the corresponding number of norm-vectors; a special symbol has been proposed to
denote tensor-unitary transformations: () (its Unicode 0x235d,
https://unicodemap.org/details/0x235D/index.html) [13].

In the case of a tensor-unitary transformation of the parent vector, the "qubit-likeness" of
norm-vectors ensures the introduction of an element of probability (stochasticity) into the values of
individual coordinates of the daughter multidimensional vector, special groupings of coordinates of
which turn out to be deterministic carriers of the exact memory about the coordinates of the parent
vector. Thus, tensor-unitary transformations, being stochastically-deterministic transformations,
generate stochastically-deterministic vectors and allow modeling the biological dualism of

"stochastics-determinism™. Let us explain this with a simple example.
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Let us consider the simplest 2-dimensional vector function [x(t), y(t)] = [x(t), 0] +
[0, y(t)], and tensor multiply its first weight basis vector [x(t), 0] by the norm-vector [ao, a1], and its
second weight basis vector [0, y(t)] by the norm-vector [Bo, B1] (here ao® + a1® = 1, u o + P12 = 1).

As a result, we obtain a 4-dimensional vector-function D1

D1 =[x(t), 0]®[ao, az] + [0, yO)IR[Bo, Bz] = [X(D)ato, X(Daz, Y(B)Bo, yO)B] (1)

The values of the individual coordinates of the daughter vector-function D1 (1) are stochastic,
since each of them contains one of the probability amplitudes ao, a1, Po, B1. There are infinitely
many possible values of oo, a1, Po, P1, and their random selection changes the values of these
individual coordinates, but the lengths of the child and parent vectors will be equal for all these
selections and for each fixed value of the variable t. In other words, different sets of values oo, a1,
Bo, 1. give different daughter vector functions D1, which differ from each other in their
coordinates, but they all have the same length for any fixed value of the parameter t. This is
confirmed by calculating the length |[D1]| of the vector-function D1 (1) under any fixed value of the

parameter t:

ID1]l={x?00™+x2ar*+y?Bo?+y* P12} 5= {x*(co+01®) +y*(Bo>+B1) *°=(x(t)+y (1)) (2)

This length (2) of the daughter 4-dimensional vector function D1 is equal to the length of the
mother 2-dimensional vector function [x(t), y(t)] at any fixed time t. In other words, the daughter
vector function Dj, having stochastic coordinates and increased dimensionality, retains an exact
“memory” of the length of the mother vector function at any fixed time, regardless of the
stochasticity of its individual coordinates, and in this respect is a deterministic entity. We can say
that stochastics with hidden determinism takes place here. Now let us note other deterministic
properties of this daughter 4-dimensional vector function D1, associated with its projections onto
coordinate planes.

A four-dimensional vector space with a Cartesian system of numbered coordinates
[Xo, X1, X2, X3] contains 6 coordinate planes:
(Xo,X1), (X2,X3), (X0, X2), (X0,X3), (X1,X2), (X1,X3) €©)
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In the plane (Xo,X1) the daughter vector function D1 (1) is represented by its projection
Mo = [x(t)aw, X(t)oa, 0, 0], the length of which |[Mo1]| (4) is equal to the first coordinate of the

parent vector function [x(t), y(t)] for any fixed t:

IMoa] = {x(t)700° + X(1)01°F*® = {X()(00” + 027)}"® = X(t) (4)

In the plane (X2,X3) the daughter vector function D1 is represented by its projection

M2 = [0, 0, y(t)Bo, y(t)B1], the length of which |[M2s]| (5) is equal to the second coordinate of the

mother vector function [x(t), y(t)] for any fixed t:

IM23]] = {y(t)°Bo” + Y(1)°B1°3*° = {y(1)°(Bo” + B)}*° = y() ()

Expressions (2, 4, 5) indicate that the daughter 4-dimensional vector-function D1, having
stochastic coordinates, contains in the groupings of these coordinates the exact "memory" (or
values) of all coordinates and the length of the parent 2-dimensional vector-function, i.e. in this
respect it is a deterministic entity. Accordingly, tensor-unitary transformations are in this respect
the operators of stochastic-deterministic memory

The simplest example considered shows that tensor-unitary transformations and the families
of daughter vectors (or vector-functions) generated by them allow modeling the biological dualism
of "stochastics-determinism”, as well as the phenomena of Gestalt biology, in which only the
aggregate values in groupings of elements are significant in contrast to the insignificance of
individual elements in themselves, by analogy with the well-known genetically inherited
phenomena of Gestalt psychology. For example, we recognize a musical melody even when it is
performed on different instruments and in different frequency ranges with a change in the absolute
values of the sound frequencies of individual notes, which turn out to be insignificant in contrast to
the ratios in groupings of note frequencies. Since tensor-unitary transformations allow modeling
biological Gestalt phenomena, they can also be conventionally called Gestalt transformations, and
the stochastic-deterministic vectors (or vector functions) generated by them can be called Gestalt-
vectors.

It should be emphasized that usually unitary (or orthogonal) operators are understood as
unitary square matrices, but in the case of tensor-unitary transformations, the component-wise

tensor product of the original vector by the corresponding number of norm-vectors is used to obtain



System Informatics (Cuctemnas unpopmaruka), No. 27 (2025) 7

a stochastic-deterministic object. In the general case, the number of norm-vectors is equal to the
dimension of the parent vector (or the daughter vector of the previous generation), each component

of which must be multiplied by a separate norm-vector.
Note that the daughter 4-dimensional vector D1 (1) is not only a carrier of the exact memory

of the coordinates of the parent 2-dimensional vector, but also a carrier of new information in the
planes (Xo, X2), (Xo, X3), (X1, X2), (X1, X3) of the 4-dimensional space. In these planes, the vector
D1 is represented by its projections Moz = [x(t)ao, 0, Y(t)Bo, O], Moz = [X(t)ao, 0, 0, y(t)B1], M12 = [0,
X(t)as, Y(t)Po, 0], M13 = [0, X(t)as, 0, y(t)B1], the lengths of which are not equal to the coordinates of
the maternal vector.

The values of their lengths carry new information, which is introduced into them by the
stochastic coordinates of the norm-vectors ao, a1, Po, P1. These new stochastic components can
reflect, for example, the specificity of the ontogenesis stage or the impact of the external
environment on the organism. Thus, the tensor-unitary transformation is an operation of memory
expansion (with the preservation of all previous memory) for a tensor-extended multiparameter
system, which, along with the memory of the parameters of the "ancestors"”, contains many new
parameters or information. Accordingly, tensor-unitary transformations can be used to model
growing stochastic-deterministic systems of morphogenetic, biorhythmic and other types, where the
number of parameters and degrees of freedom increases step by step.

The values of the scalar products of two parent vectors and their two daughter vectors are
equal only when the tensor-unitary transformations of both parent vectors use the same set of norm-
vectors.

Tensor-unitary transformations can be repeatedly applied to develop from a parent vector
increasingly complex multiparameter child vectors with a step-by-step increase in the
dimensionality of their configuration spaces. In certain groupings of coordinates of these growing
child vectors (i.e. in projections onto subspaces of the configuration space), information about all
coordinates of both parent vectors and previous child vectors will be preserved, and new
information will also be presented (in projections onto other subspaces). Tensor-unitary
transformations allow one to record the step-by-step history of the development of a tensor-growing
multiparameter stochastic-deterministic system in the form of sequences of daughter vectors
corresponding to the original parent vector and the norm-vectors used.

Let us repeat that the coordinates of norm vectors can be not only fixed values of probability

amplitudes, but also normalized functions of time or other variables. Expression (6) shows an
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example of two-dimensional norm-vectors [ao, 1], the coordinates of which are functions of the

variable t, and the sum of the squares of the coordinates is equal to 1:
F(t) = [oo®){oo()*+ aa(t)}", ea()/{oo()* + aa(t)3°] (6)

At any value t, the sum of squares of its coordinates is equal to 1, that is, the vector function
F(t) satisfies the definition of normvectors and can be used in tensor-unitary transformations. The

maternal vector can also be normalized, that is, have coordinates whose sum of squares is equal to

1. An example of such a vector:

[XOAXO)+ y()*}°° yOI{x®)*+ y(t)°3°°] (7)

The tensor-unitary product of such a normalized parent vector by a norm-vector yields a
vector, the sum of the squares of the coordinates is again equal to one, i.e. it again generates a
norm-vector. This allows one to model multiple reproductions of parametrically defined
geometric configurations using tensor-unitary transformations

For modeling bio-cyclic phenomena, the case when the functions serving as coordinates of the
normalized parent vector of type (7) are cyclic, for example, consist of superpositions of sines and
cosines, is of particular interest. Then the daughter vectors generated by tensor-unitary
transformations will also be endowed with coordinates of a cyclic nature for modeling
multiparameter systems consisting of many subsystems of cyclic behavior. The importance of this
case is due to the fact that the organism is a huge chorus of coordinated cyclic processes, the
number of which increases as it develops ontogenetically from the embryonic to the mature state,
with step by step obtaining new and new degrees of freedom, coordinated with the already existing
ones. For example, in the organism of an adult, their number reaches enormous values, since it
contains approximately 100 trillion cells participating in these sets of coordinated cycles. Moreover,
all these coordinated cyclic processes occur against the background of random (stochastic)
interactions between individual molecules in cells and are themselves stochastically determined to a
certain extent. According to the provisions of ancient chrono-medicine, all our diseases are the
result of a violation of this coordination.

Note that tensor-unitary transformations can be applied not only in the case of real numbers,
but also in the cases of various systems of multidimensional numbers: complex numbers,

hyperbolic numbers, Hamilton quaternions, Cockle split-quaternions, and so on.
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So far we have been talking about tensor-unitary modeling of growing multiparametric
systems (such as multicellular biosystems in ontogenesis). But we can also talk about similar
tensor-unitary modeling of such families of computer memory cells that are gradually expanded in
the course of their model development. This makes it easier to understand that tensor-unitary
transformations can lead to computer artificial intelligence of the genomorphic type: such
intelligence can be based on generations of tensor-unitary expanding families of computer memory
cells, in which some groups of cells carry information about the states of all cells of families of
previous generations, and other groups of cells carry new information related to the current effects
of the external and internal environment.

For this reason, tensor-unitary transformations and the families of generations of stochastic-
deterministic vectors generated by them seem to be promising algebraic tools for creating
genomorphic-type artificial intelligence systems. They are also useful for developing genetic
algorithms that use the principle of natural selection to “grow” artificial intelligence and are used
worldwide on the basis of hundreds of patents for many technical problems [2]. The listed algebraic
properties of tensor-unitary transformations and the families of generations of daughter
multidimensional vector functions generated by them partially clarify why the universal rules of
stochastic organization of genomic DNA are structured by nature in accordance with these algebraic
operations and families.

In gquantum mechanics, unitary transformations describe the evolution of closed quantum
systems. The author believes that tensor-unitary transformations are useful for developing the
quantum mechanics of open quantum systems, growing with the increase of their multicomponent
composition similar to biological bodies developing during ontogenesis and phylogenesis. They are
also associated with the tensor-matrix theory of digital antenna arrays and the doctrine of bio-
antenna arrays as the basis of energy-information biological evolution [12]. A few additional words
should be said here. In our time, special attention is paid to the possibilities of using in evolutionary
biology the achievements of mathematical natural science and informatics, for example, from the
fields of noise-immune coding and information transmission, physical fields theory, holography,
quantum informatics, etc. One of the rapidly developing scientific and technical areas is the theory
of digital antenna arrays, which has extensive applications: medical ultrasound scanning technology
(on  multichannel platforms with digital emitter arrays), sonar systems, seismographs,
meteorological instruments, radio relay stations, avionics, radio astronomic devices, etc. The
formation of these applications is accompanied by the intensive development of new computational

methods.
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Antenna arrays coordinately combine many individual antennas into a single system - from a few
antennas to many thousands of antennas. The emergent properties of such systems provide their
amazing functionality, which far exceeds the capabilities of individual antennas and causes
humanity to saturate and envelop the Earth with millions of antenna arrays. Such a combined array
of antennas (technical or biological) can grow and expand depending on the specific conditions of
its existence, being replenished by connecting new sets of antennas to it. The spatial configuration
and dimensions of antenna arrays can be very different, but they all operate on a matched emission
and reception of electromagnetic and other waves by separate antennas in their composition. The
chemical and structural composition of antenna arrays can also be different and include, among
other things, photonic crystals and liquid crystals, examples of which are abundant in living bodies.
Modern science sees great prospects with nanoantennas, which are expected to lead to revolutionary
changes in computer technology (photonics) and energy (efficient use of solar energy).
Nanoantennas based on DNA are already used in scientific technologies: Canadian scientists have
created glowing nanoantennas from DNA molecules to track the relationships within proteins.
These nanoantennas are capable of fluorescence and can absorb radiation at one wavelength and
emit light at a different frequency depending on the molecular environment [5]. This antenna is
5 nm long and is the smallest antenna ever made. It can be assumed that humanity is entering the
era of the technological use of biomolecular antennas.

The importance of antenna arrays in different technical fields has led to the intensive
development of the mathematical theory of transmitting and receiving antenna arrays of various
types, which is presented in many publications (look at review in [12]. The mathematical
description of the operation of engineering antenna arrays, operating to emit or receive waves, is
almost the same. The concept of antenna arrays with its special computational methods is essential
for the concept of biological computation since electromagnetic waves are capable of transmitting
information in the course of biological computing, as noted in the works [6, 7]. The topic of antenna
arrays is important for algebraic modeling and understanding the mechanisms of genetic
intelligence, which ensures the step-by-step development of a genetically encoded organism from a
single fertilized cell into a single colony of trillions of mutually coordinated cells. The author's
doctrine about bio-antenna arrays as the basis of energy-information biological evolution gives new
approaches to study some inherited possibilities of living bodies for operations of intellectual types
such as, for example, echolocations of dolphins and bats.

But in the scientific literature (before the author’s publications), it was not possible to find a

single publication that would connect biological phenomena with the emergent properties of
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antenna arrays. Filling this gap, the author has studied and identified many heritable biological
structures associated with the idea of bio-antenna arrays and their wave activity [12]. It seems
natural to assume that biological evolution has not passed by the emergent properties of antenna
arrays, which have conquered the modern technology of remote interconnection and sense of the
surrounding space. One can believe that tensor-unitary transformations will be useful for

developing algebraic approaches in this field.

3.3. Stochastic determinism as an antipode to deterministic

chaos

Our world is full of random events. The life and development of genetically inherited bio-bodies
are inextricably linked with random interactions of molecules, against which the inherited
deterministic macrostructures with the parental traits are realized. So, hidden determinism and the
corresponding laws of stochastic determinism are hidden behind these accidents. The important role
of probabilities in Nature is reflected in quantum mechanics based on the concept of probabilities.
At the same time, as it is well-known, the Nobel laureate in physics R. Feynman noted that nobody
really understands quantum mechanics. The studies of the biological dualism “stochastics-
determinism” and the universal rules of the stochastic organization of genomic DNAs, presented in
this paper, draw attention to the need to develop the theory of “stochastic determinism” (or “chaotic
determinism”) as an antipode to the well-known theory of “deterministic chaos”. One can believe
that in the future theory of stochastic determinism, a prominent place will be occupied by the
tensor-unitary transformations described above, which model the named dualism, biological gestalt
phenomena, and tensor reproduction of biostructures. Let's look at the differences between these
two theories.

The theory of deterministic chaos (or dynamic chaos) has been developed by the works of a
large number of mathematicians and physicists. It has been the subject of a large number of
publications. Deterministic chaos is a phenomenon and a part in the theory of dynamical systems, in
which the behavior of a nonlinear system looks random, despite the fact that it is determined by
deterministic laws. The reason of this phenomenon is instability (sensitivity) with respect to the
initial conditions and parameters: a small change in the initial condition over time leads to
arbitrarily large changes in the dynamics of the system. Dynamics that is sensitive to the slightest
changes in the initial conditions of the system, from which its development, change begins, and in

which these slightest deviations multiply many times over time, making it difficult to predict the
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future states of the system, is often called chaotic. A well-known example of a system of
deterministic chaos is Sinai billiards [3].

What is the difference between stochastic determinism, represented in the phenomena of
biological dualism "stochastics-determinism”, and deterministic chaos? Table 1 shows the main

differences.

Table 1. The main differences between deterministic chaos and stochastic determinism

Deterministic chaos

Stochastic determinism

The birth of the random from the
non-random is observed. A completely
deterministic system generates
unpredictable states that have the

properties of a random process.

The birth of the deterministic (non-
random) from the random is observed. A
system characterized by random interactions
of molecules at the cellular level gives rise to

deterministic biological forms.

A small change in the initial
condition leads to arbitrarily large
changes in the dynamics of the system
over time (it is instability or sensitivity
of the system with respect to the initial

conditions).

Random interactions among molecules at
the beginning of the biosystem development
have little effect on the final deterministic
result of its

development (stability or

insensitivity with respect to initial conditions).

In systems of deterministic chaos, it

is customary to consider multi-

parameter systems with a fixed

dimension of their configuration

spaces (for example, Sinai billiards).

In the stochastic determinism of biological
systems, systems are considered with tensor
development of the dimension of their
configuration spaces (for example, when sets
of interconnected billiards of Sinai are born

tensorically in the course of development).

One of the distinguishing features of the living is the presence of forms of constant
movement in it. No wonder they say that "life is movement". Correspondingly, a living cell can

always be distinguished from a dead one by this feature: in almost all biological tissues, cells move
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continuously, albeit slowly, or at least change shape. But it is not at all a thermal, Brownian motion.
On the contrary, "Brownian motion in a eukaryotic cell is a sign of its death” [4, p. 7]. Taking into
account all having materials about biological dualism "stochastics-determinism", the author puts
forward the following hypothesis: in living bodies, a special type of stochastic (or stochastic-
deterministic) motions exist, the study of which is important for understanding biological
stochastic-deterministic phenomena. It is probably that this kind of motions has its own principles
of minimization and conservation laws. The algebraic toolkit described above can be useful in these
future studies and in developing the theory of stochastic determinism as well. The development of
the algebraic theory of stochastic determinism using tensor-unitary transformations seems useful for
the formation of new approaches to genomorphic-type artificial intelligence systems based on the

fundamental organization principles of genetic coded biological bodies.
4. Conclusion

The tensor-unitary transformations proposed by the author seem to be a useful tool for
developing model approaches to studying genetic intelligence, coordinated growth of parts in
developing multiparameter biological and technical systems, as well as the development of genetic
algorithms in connection with the creation of Al. The topic of genetic intelligence is also connected

with the doctrine of bio-antenna arrays as the basis of energy-information biological evolution [12].
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Hanpa(mermble 6uHaprte KamezopHble cmeﬁku, npunuyun

0B0IICIMBEHHOCHU U KAME2OPHAA MOOEb HelPOHHBIX cemell

Tonokonnuxos I'.K. (DHAL] BUM PAH)

Teopusi KaTeropHbIX CHCTEM, pa3BUBaeMas aBTOPOM, IO3BOJISIET €CTECTBEHHBIM 00pa3oM
CMOJICTIMPOBATh TPAJAUIIMOHHBIC UCKYCCTBEHHbIC HEHPOHHBIC CETH MPOU3BOJILHON TOMOJIOTHH,
CEeTU XUBBIX HEHPOHOB, Y KOTOPBIX MOMHMO CHalKOBOH KOMMYHHMKALIMM MMEETCS HECKOJIBKO
JCCATKOB JIPYTUX BHJOB KJICTOYHOH KOMMYHHUKAIIMHM, a TaKKe CETeBbIE CTPYKTYPBI,
AQHAJIOTUYHBIC BBICIIMM KaTeropusMm. MaTeMaTH4eCKHM anmapaToM KaTEerOpPHBIX CHCTEM
SIBIISICTCSL TCOPHS KATETOPHBIX CKJICEK, JaHHAasi pa0doTa MOCBSIIEHA CICIYIONIMM BOIPOCaM 3TOH
Teopur. BBOAATCS U U3y4arOTCs HANpaBICHHbIC OMHAPHBIC KATETOPHBIC CKICHKH, SBISIONIMECS
00001IeHreM OOBIYHBIX KaTETOPHA, B TEOPHH KOTOPHIX, KaK M3BECTHO, OOJBIIYIO POIIb UTPAET
MOHSATHE yaJbHOCTH KATETOPUI U MPUHIIMIT TBOWCTBEHHOCTH, OCHOBAHHBIN Ha JyadbHOCTH. B
TEOPUH KATETOPHBIX CKJIEEK MOMUMO JyalbHOCTH AHAJIOTHYHON IyalbHOCTH, MOPOXKIAEMOMN
3aMEHOUN HANpaBJICHUSI CTPENIOK KATETOPUH, MMEETCS HOBBIM BHJ JYyalbHOCTH, CBSI3aHHBIA C
3aMEHOM MMEH CTPEJIOK Ha MMEHa CBEPTOK, O0OOMIAIONINX OOBIYHYIO OIMEPanrio KOMIO3HUIIHH.
[TpoBeneHO MOCTpOCHUE AyalbHBIX B 00OMX CMBICIAX KATETOPHBIX CKIEEK W3ydaeMoro THIIA,
OOKa3aHbl TCOPEMBI, OTBCUAIOIIUC MPUHIOUIIAM ﬂBOﬁCTBeHHOCTH 1A yKa3aHHBIX JIBYX BH/I0B
IyallbHOCTH. TeopeMbl MPUBEICHBI B paMKax TEOPUH JIOKA3aTENbCTB, JIISI YACTHOTO CIydas
OOBIYHBIX KaTerOpuil IaIolIre HOBBIE I0KA3aTeNbCTBA MPUHIUINA ABOHCTBeHHOCTH. O000IIeHe
[IOAXO/AAa Ha CBEPTOYHBIE AHAJIOTHM MYJIBTHUKATErOPUN HAXOAAT IPWIOKECHHUS B HEHPOHHBIX
CeTsIX, B 4YacTHOCTH, Jis wu3BecTHhIX ¢opmyn C. OcoBckoro B MeToae 00paTHOTO

pPacipoOCTPaHECHUS OLTHOKH.

Keywords: neiiponnvie cemu, kamezopuu, MyabmuKame2opuu, NOAUKAmMe20pul,
CBEPMOUHBIE NOAUKANE2OPUH, KAMEe2OPHBLE CKACUKU, CUCHEMbl, (DYHKYUOHATbHbLE CUCTEMDL,
Kamez2opHbvle CUCeMbL, CUCeMOo00pasyiowuil (paxmop, OyarbHOCmy, RPUHYUN

0801ICNEEHHOCU
1. BBeaenue

TeopeTHKo-MHOKECTBEHHOUW MapaIurMoi MBI OyZieM HA3bIBaTh MOJIOKEHHUE O TOM, YTO OOBEKTHI
(U3UYECKOTO W MEHTAJIBHOTO MHpa MOJCIUPYIOTCS C IMOMOIIBI0 MHOXECTB W TOJIMHOXECTB.
N3BecTHbIii MHOTOTOMHBIM Kypc Hukons BypOaku dopmannzoBal TEOPETHKO-MHOKECTBEHHYIO

napajgurmy. Mag1 HUCIOJIb3YCM CHUCTCMHYIO IIapaaurmy, KoOrjga MHOXCECTBAa U IOJIMHOKCCTBA
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3aMEHEHBl Ha CHCTEMBl M HMX COBOKYHNHOCTH. IlOHSATHE «MHOXXECTBO» HMEET HHTYHTHUBHYIO
MHTEPIIPETANNIO B HANBHON TEOPUU MHOKECTB. HanBHas Teoprsi MHOXKeCTB (DOpMaIU3yeTCsi B BUTIC
AKCHOMAaTUYECKUX TEOPUI MHOKECTB.

Mbl ucnonb3yeM MOHSATHE KaTerOPHOM CHCTEMBbl B KauyeCTBE CHUCTEMbl. MBI NpenaokKHUINn
(dbopManu3aIio UHTYUTHBHOTO TIOHSATHS CUCTEMBI B paMKaX KaTeTOPHON TEOPUU CHCTEM.

VHTYNTHBHOE TOHSATHE CHCTEMBI, KOTOPOE MBI HCIIONb3yeM, 0000maer (yHKINOHAIbHEIE
cuctembl [lerpa Ky3pmuua AHOXHMHA, OTKPBITHIE UM B JABA/LIATHIE TOJIbI IPOILIOro Beka. OTMETHM,
YTO TPUOPUTET OTKPBITUS KIIOYEBBIX IOJIOKEHUIH KHOepHEeTUKH (0OpaTHas CBs3b U TOMY
nogobHoe) HopOepr Bunep nyOmmuno mpusnan 3a Ilerpom Ky3pmudom AHOXHHBIM Oynydu B
MockBe Ha kKoHrpecce B 1960 TOay, MOCKOJIBKY ATH TIOJOXCHHS COJIEPKAINCh B TEOPUHU
GbyHKIIMOHANBHBIX cucTeM (routd 3a 20 JeT A0 BbIXOAAa M3BECTHOM  KHHMrM Bunepa mo
KUOEpHETHKE).

OcHoBHbIM  oTkpbiTHEM Iletpa Ky3pmuya AHOXMHa B TEOpPUHM CHCTEM  SIBIISCTCS
CUCTEMOO0Opa3yomuii GakTop, TPaKTyeMblii UM B (U3UOJOTHH, KaK IOJIE3HBIA PE3yNbTaT s
OpraHusma.

@OyHKIMOHAIBHAS CUCTEMAa TPAKTYeTCs KaK HMHCTPYMEHT, MEpeBOAALIMA OpraHu3M H3
UMEIOILIETOCS] COCTOSIHHSL B COCTOSIHME C JIOCTUTHYTBIM TIIOJIE3HBIM pe3yiabTatoM. I[lomoOHOMY
oTIpeNieNIeHUI0 (PYHKIIMOHAILHOW CHCTEMBI COOTBETCTBYET MOHATHE CTPEJIKH B TEOPHH KAaTETOPHIA C
HAYaJOM B BHUJE MCXOJHOTO COCTOSIHMS M KOHIIOM B BHJE COCTOSIHHSI C JIOCTHUTHYTHIM
HOJIE3HBIM PE3yJbTaTOM. AJEKBAaTHBIM SI3IKOM IPH TAKOM IOJAXOJE K CUCTEMaM SBJISIETCS SI3bIK
TEOPHUH KaTErOpUil.

Kareropnas mpupoga (pyHKIMOHAIBHBIX CHCTEM BCKpPBITa B KaTETOPHOW TEOPHH CHCTEM, T/IE
cuctemMooOpa3zyromuii pakTop 0600MIEH /I CydyaeB, BKIOYAIOIMIUX HEKUBBIE U IPYTHE CUCTEMBI.

CormacHo cucTeMHOM mapagurmMe (QyHKUMOHANbHAs CHCTeMa M KaTeropHas cucreMa
(bopMHPYIOTCSL U3 JAPYTHX CHUCTEM, KOTOPBIE CTAHOBSTCS MOACUCTEMAaMU (POPMUPYEMOH CHUCTEMBI.
CoenuHenne cucteM B (OpMUPYEeMyIO0 CUCTEMY B KaTETOPHOW TEOPHU CHUCTEM OCYIIECTBIISCTCS C
MOMOIIBIO OTEepaIy CBEPTKHU.

BaxHbIM monoxeHuem Teopud (YHKLIHMOHAIBHBIX CHUCTEM, CTABIIUM B TEOPUU KaTETOPHBIX
CHCTEM IIOCTYJIaTOM, SIBJISIETCS TPeOOBAaHME BBHIBOJAMTH BCE CBOMCTBA CHCTEMBI, MCXOIs U3 e
cucrteMmooOpa3zytomero ¢akropa. OnucaHue CBONCTB CHUCTEMBI TPOBOIUTCS B paMKax TEOPUU
00BbeKTa, KOTOpBIM sBISETCS JaHHOW CHCTEMOH, YyKa3aHHble TpeOOBaHMS MPHUBOIAT K
HEOOXOMMOCTH Ui TEOPUM KaKJIOW CHUCTEMbl BbIpabaThIBaTh, B YACTHOCTH, al(aBUT, S3BIK,

IMOHATHUEC BbICKA3bIBAHUA, KOHCTPYKTHUBHBLIC OIICpali, IMOHATUC HWCTUHHOCTH BBICKa3LIBaHHfI,
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JIOTHKY, UCXOJs U3 cucTeMoobpasyromero ¢aktopa. 1o moBoay ckazaHHOIrO 3a JETAISIMH MOXKHO
o0OpaTuThCs [1] K JIOKJIay aBTOpa Ha KOH(epeHIUn MathAI-2025
(https://siritusmathcenter.ru/055w) u wumerommmcss Tam cchuikam. OTMETHM, 4YTO TOJ00HOE
CHUCTEMHOE IIOCTPOCHUE TEOPUM B 3HAYMTEIBHOM CTENEHU NIPOBENCHO AHIpeeM AHIpeeBHYEM
MapkoBbIM /17151 TEOpUH CJIOB B ayihaBUTaX B ero kHure [2].

N3BectHoe ompenenenue MecapoBuua [3] 3amaér cucTeMy B paMKax —TE€OPETUKO-
MHOKECTBEHHOW MapaJurMbl B BUJE OTHOIICHHUS Ha JIEKApTOBOM IPOMU3BEACHUM MHOXECTBA
BXOZOB M MHOXECTBa BBIXOJOB (u€pHbil sAmMK). KareropHeiM o0000iieHHEM CHCTEMBI 110
MecapoBudy siBisieTcss nmojuctpenka noiukareropuu. ITomukarteropun Beén Cabo B 1975 rony.
CoeanHeHne MONNUCTPENIOK OCYIIECTBIIETCS OOBIYHBIMU KOMIIO3ULUSMH, UMEIOIIMMH, KaK [10Ka3aj
["apHep [4], orpaHMYEHHBIE BO3MOXHOCTH. ABTOpP 3aMEHWJI KOMITO3UIIMM Ha OIEpaluio CBEPTOK,
BO3HMKJIM CBEPTOYHBIE MOJUKATETOPHH, KOTOPbIE B OTJIMYME OT nojukareropuii Cabo mo3BosisiorT,
HalpUMep, MOJEIUPOBATh CIIAWKOBBIE COEAMHEHUS HEMPOHOB, B TOM YHUCIE, MOJEIUPOBATH
HMCKYCCTBEHHbIE HEMPOHHBIE CETU MPOU3BOJIBHON TONMOJOTUHU. B nanpHeemM Teopusi CBEPTOYHBIX
MOJIMKAaTeropuil Oblla paclIMpeHa aBTOPOM JI0 TEOPUM KaTETOPHBIX CKJIEEK, B KOTOPOW 0Ka3ajoch
BO3MOKHBIM MOJEJIMPOBATh HECIAUKOBBIE CBSI3M HEHMPOHOB M JPYTHMX KIETOK, a TAKXKE aHAJIOIH
HEHUPOHHBIX CETEH, OTBEYAIOLINX BBICIIUM KaTErOPHSIM.

B HCcKycCTBEHHBIX HEHPOHHBIX CETSIX OTIEIbHBIE HEHPOHBI COENAMHAIOTHCS JIPYT C JAPYroM TakK,
YTO C BBIXO0JIa aKCOHA HEHpOHA MyTh CUTHaja (IyHKTUP Ha puC. 1) pa3BeTBIAETCS ISl COETUHEHUS
HEMpoHa ¢ HECKOJbKMMHU JIPYTMMHU HEHpOHaMu, IpU 3TOM BO3HUKAET TOYKA BETBJICHUS (CHHS
TOuka Ha puc. 1). Touka BETBJIEHUS C IMYHKTUPHBIMU JUHUSAMHM OTBEYACT YKAa3aHHON CBEPTKE B
KaTeropHoi mMojenu Helipocetu. HemocpeacTBEHHO BUAHO, YTO CBEPTKA HAIIOMUHAET HEHPOH. DTO
HaOJIOJIeHUe HAa WHTYUTUBHOM YPOBHE OTBEYaeT HCCIeyeMOMy B paboTe HOBOMY BUIY
IYaJIbHOCTHU («MEXY» MYJIbTUCTPEIKAMHU U CBEPTKAMHU) B MYJbTHKATETOPHSIX.

Hwxnsis yacth pucyHka 1 nzo0pakaer HEHpOHHYIO CeTh C HeHPOHAMHU, UMEIOLIUMHU OJIUH BXOJ U

OJWH BbBIXOO, MOACIIMPYCMYIO B HAIICM IMMOAXOAC HAIIPABJICHHBIMHU 6I/IHapHBIMI/I CKJICHIKaMH.

———-o--—o—

Puc.1. Coeounenue 6 uckyccmeennoii Helpocemu HetipoOHO8 C8EPMKOLL (RYHKMUp)
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B nactosimieit pabote Mbl IPOBEAEM MOJTHOE MOCTPOCHUE C BBIJICIIEHUEM KOHCTPYKTHBHOMN YacTH
OCHOB T€OpUH OMHAPHBIX HAIIPABJICHHBIX CKJIEEK, YACTHBIM CIy4aeM KOTOPBIX SIBJISIFOTCS OOBIYHbBIE
kareropuu. B yactHocTH, Oy/neT JeTaqbHO OMMCAH HOBBIM BHUJ AyalbHOCTH, UMEIOIIEH MECTO JUIs
OMHApHBIX CKJIEEK, OMUMO IYyaJbHOCTH (JIBOMCTBEHHOCTH), OTBEYAIOLICH CMEHE HaIpaBlICHUS
CTpEJIOK B OOBIUHBIX KaTeropusiX, M JAHO JOKa3aTeJIbCTBO PACIIMPEHHOIO IPUHIMUIA
JIBOMCTBEHHOCTH, aHAJIOTUYHOTO UMEIOIIEMYCSI IPUHIIUITY TBOMCTBEHHOCTH TEOPUU KaTeropwuii [5].

AHaJOTHYHbIE PE3yJbTaThl UMEIOT MECTO JJISi CBEPTOUHBIX MYJIbTHKATETOPHUM (MOJEIUPYIOMIUX
HEHPOHHBIE CETHU MPOU3BOJILHON TOIMOJOTHH), UX AETAIBHOE HU3JIOKEHHE OTIOKEHO /10 OTAEIbHOM
CTaTbH.

C TouKM 3peHHs] KaTeropHON TEOPUU CUCTEM E€CTECTBEHHBIM 00pa3oM BbLAENsAETCS (UTO CHEIaHO
B paboTe isd Teopun OWHAPHBIX CKJICEK) KOHCTPYKTHBHAs 4YacTh TEOpUH (OOIIecCHCTeMHAas
KOHCTPYKTUBHOCTb, CM. [1]), K KOTOpOil MOryT ObITh AOOABIEHBI Pa3IMYHbIC JIOTHUKHU. 3/1€Ch MBI
KAacaeMmcsl KIIACCUYECKOM JIOTMKM, WHTYMLUOHUCTCKOW JIOTMKH, IPUBOIUM psJ 3aMEYaHHUU I10
KOHCTPYKTHBHOM Jioruke A.A.MapkoBa [2], u3/10)KeHHE BEACTCS B paMKaX TEOPUHU JOKA3aTEIbCTB.
TemaTuka cTaTbM HOCHUT BEChbMa MEXIUCLUMIUIMHAPHBIN XapakTep, IO3TOMY IKEIaTeIbHO
JIOCTaTOYHO MOJPOOHOE M3JI0XKEHUE, YEMY YJIEICHO BHUMaHHE B cTaThe (MPHUBEIEHBI HEKOTOPHIE

HCCJIOKHBIC BBIKJIAAKU, ICPCBbA BIBOAOB U T.H.).

2. KaTeropHsie CKJIEHKH

Paccmorpum cnenyronuii si3pIK, UMErONTUH 8 copToB. MBI HEe (QUKCHpyeM 3apaHee JIOTHKY,
OCTaBasiCh B paMKax KOHCTPYKTHBHOTO MOAXO0/a, C KOHCTPYKTHBHOW oOmepalnuell MpUIUChIBAaHHS
OykB andaBuTa K HUMEIOMEMYCS CcIOBY. AnGaBUT UMEET IMEPEMEHHBIE U, COOTBETCTBEHHO,
dyHKIMOHANBHBIE cuMBotel poekimit  x', CY) | i j=1,2,..., 8, m - HATypaNBHOE YNCIIO, BBIGOD i
WM j 03Ha4aeT BbIOOp copTa mepeMeHHoi. OOBIYHBIM 00pa30M BBOJUM B JIEBOM MOJIBCKOW 3aMTUCH
(6€e3 MCnonBp30BaHKs CKOOOK ITPU MOCTPOEHUHU TEPMOB U opmya) Tepmbl £, W, ... moCcTpoeHHbIE U3
YKa3aHHBIX MIEPEMEHHBIX U TIPOEKIINH, OTMEYast SBHO COPT TepMa BEPXHUM HHJICKCOM.

BBeném nBymecTHbIE OYKBBI paBEHCTBA JAJISl K&XKIOTO COpTa =; , P ATOM HEKOTOpBIE PAaBEHCTBA
W= ompenensror oroBapuBaeMble SBHO KOHCTPYKTHBHBIE OIEPAIMH, MCIIOIb3YEMBIE LIS
nocTpoeHus: hopmys1 rpeOHEN KaTErOPHBIX CKIIEEK.

Wuorna s HATJISTHOCTH MBI BBITACHIBAEM BBIPAKCHHS C PAaBEHCTBAMHU OOBIYHBIM 00pa3oM, B
ATHUX CIIydasx UX MOJIbCKAsl 3aKCh JIETKO BOCCTAHABIIMBAETCS.

BBoguM (DyHKIHMOHAIBHBIE CUMBOJIBL  §;  BHJIA (i—j) co cBoiicTBaMH (aKCHOMAMH)
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Eij%jit(i):it(i),i;éj . (1)

BBeném Takke paBeHCTBAa MEXKIy COPTaMH, Kak 00o3HaueHust ¢ =, v’/ = t([)ziﬁﬁ V)
bazoevimu ¢hopmynamu na30BEM BBIpRKCHUS BUIA
Z‘(i):~V(j) ) (2)
HCKOTOpBIC SAIBHO BBIIIMCHIBACMBbIC (I)OpMyJ'ILI MBI Ha3bIBaEM aKcuomamu. AKCHOMBI OIIPCACIIAIOT
UCTIONIb3YEMbIE JIJISl IOCTPOEHUS (POpMYIT TpeOHEl CKIleeK KOHCTPYKTHUBHBIE OTIEPAITUH.

. j)def i
s xaxgoro i o6o3nauum  C (ij & g, C U )E Y BBOJUM aKCHOMBI

ji
Takum 00pazoM, (QyHKITMOHAIBHBIE CHMBOJIBI 00pa3yroT anredpy, ¢ Tabiauield yMHOXKCHHS,
OTBEUAIOIIEH MOCIeTHUM aKCHOMAaM.
JInst OMHAPHBIX CKJIEEK O OIPEACIICHUIO 3Ta anredpa uMeeT BU/I
ol 0 ) ) 3)
JlaHHBIC paBEHCTBA 3a/JalOT IO OMNPEIECICHUI0 KOHCTPYKTHUBHBIC OIEPAIliK, Ha3bIBACMbIE

npasunamu RNPUGEOCHUs NPOEKUUIl: TEPM Cgk)CE-j)t(i) 3aMEHSETCS Ha TEPM Cf-j P

KOHCTPYKTI/IBHBIC ornepanguu CO CJIOBaMUM OOBLIYHO MOJKHO 3aIncaTh B BHUAC HOPMAJIbHBIX

anropudmoB  A.A.MapkoBa, Tak, NPaBWJIO NPUBEIACHUS MPOEKUUH MOXHO 3a7aTh B BHUJE

anropudma ¢ o1HON (HOPMYIION MOJCTAHOBKU CE")C (ij ) —>Cf-j )

Jns mocTtpoeHus TpeOHEW KaTeropHbIX CKIEeK IMOCTYJIHpYyeM NpPHUMEHEHHUE CIeAYIOUIEro

npaeuia npuedeHus PaeeHcme K NPOEeKUUAM:
x=Cx; 3amensercs na popmyny Cx,=Cx;

DTO MpaBUIIO COTJIACYETCS C MPEAbLAYIIUMU aKCHOMaMH alnreOpbl MPOSKIIUH.

BBogum B anaBuUT 3HAK KOHBIOHKIINH A, KaK OMHAPHBIA (YHKIIMOHAIBHBIN 3HAK Ha (opMyIiax.
@Dopmynamu HA3BIBaEM BBIPAKEHHUS, IOJTydaeMble IPUMEHEHHEM KOHBIOHKIMH K 0a3oBam
dbopmynaM u JOOBIM BBIPOKEHHUSM TONYyYEHHBIM TaKUM MpHUMEHEeHHeM. YToObl OXBAaTUTh
KOHCTPYKTHUBHBIM clyyail, Mbl HE HCIOIB3yeM O€3 OTIEIbHBIX OTOBOPOK MOHITHE MHOXECTBA
(COBOKYMHOCTH) Bcex (OPMYNl U APYTUX TOHSATHH, e HEOOXOAUMO OOpamaThCs K aKTyalbHOU
OECKOHEYHOCTH.

[ToctynupyeM CBOWCTBO accouuamuéHOCmU KOHBIOHKYUU, YTO TIO3BOJSET HE HCIOIb30BaTh
CKOOOK TpU OOBIYHOW 3amucH KOHBIOHKIWK. TouHee, BBOAWTCA KOHCTPYKTHBHAs OIeparus,

UCIIOJIb3yeMasi TIPU MOCTPOCHUH (PopMyll TpeOHEU CKIIEEK, npueedeHus KoHbloKyuil, GopMmyia

Afgh mepexoaut B popMyity fAgAL, a popMyna AfAgh TIepexoauT B HopmMymTy fAgAA.
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BBoauMm Taxxe nepeMeHHbIe an’ CO CBOMCTBaMU

al'=c"x} . (4)

Pacmmpum npaBuiio npuBeieHUs TPOEKIMH, J00aBUB B HEro MPAaBWJIO 3aMEHBI, 3a/laBacMoOM
dopmyioii moxcranoskn  CY gl 4"

BBomum st kaxaoro copra Habop (YHKIIMOHATBHBIX CHMBOJIOB u(,l),...,l =1,2,... , Kak
CHUMBOJIOB n-apHbIX omepamuid, n=0,1,2,3,... , pacmupsieM MOHATHE TepMa, BKIIOYUB yKa3aHHbBIC
orepalyy B MpoLeaypy MOCTPOSHHS TEPMOB.

Kareropus sBisieTcsi COBOKYMMHOCTBIO CTPENOK (eclu 0OBEKTh OTOXAECTBISATh, KAK 3TO YacTO
JiefaeTcs, ¢ €IMHUYHBIMU CTpPEJIKaMH), UMCIOIIMMHU HarJIsIHbII 00pa3 HaIlpaBJICHHBIX OTPE3KOB.
AHAJIOTUYHO KaTeropHasi CKJeHKa MMEET B KaueCTBE AJIEMEHTOB M300pa)kaeMble HATJISIAHO PSAbI
BEPTUKAJIBHBIX Y€PTOUYEK, KOTOPbIE Mbl Oy/JeM Ha3bIBaTh ZPeOHAMU, KAK U COOTBETCTBYIOILINE UM
dopmynel. OnpenenseMblii HUXKE TpeOCHb KATETOPHOW CKJIEMKH COCTOMT W3 BHEIIHETO TpeOHH,
BHEIIIHEH CBEPTKH, BHYTPEHHETO TPeOHS 1 BHYTPEHHEH CBEPTKHU.

Jns BBeIEHHBIX 8 COPTOB HCIOJIB3YyEM CIEAyromue 00o3HAa4YeHHUS (Z - OIWH W3 CHUMBOJIOB,
UMEIOIIHNX COPT):

z/=z" 2 =" 2= z7=2" 2 ZE'(I),Z(S)ZE'(Z).

Hcnonb3ysi KOMMYTaTUBHOCTh M aCCOIMATHBHOCTh KOHBIOHKIIUHU, (OPMYITY B SI3BIKE MOKHO
BBITIUCATh B 2x2-tabmmme, cuutas (opMyabl B KIETKaX TaONHIBl COEAMHEHHBIMH HE
YKa3bIBa€MBIMH B TAKOW 3alMCHU KOHBIOHKIMSMH, MEPEXO] K TakoW 3amucu (GopMyIbl SBISETCS
KOHCMPYKMUGHOU onepayuei.

B sueiiky (1,1) pa3MmeraeM HEMTPUXOBAHHBIE W 0€3 HamYepKUBaHHUS OYKB TOAGOPMYIIBI
eéHewHux zpeonei. B sueiiky (1,2) pasmemaem conepkaiire OyKBBI CO IITPUXaMH MOAGOPMYITBI
eénewinux ceépmok. B sueiiky (2,1) pasmemniaem conepkamiye OYKBbI C HaJAuepPKUBAHUEM
noaGopMyNbl 6HympeHHUX ZpebHell W B s4eiky (2,2) pasMemiaeMm cojepxkamiyde OYKBBI C

Ha/TYCPKUBAHUEM U IITPUXAMU TOAPOPMYIIbI 6HYMPEHHUX CEEPMOK:

u \4

w r

[Tpu pa3zmemienun Gpopmyisl B Ta0IHIIE IITPUXOB M HAAUYEPKUBAHUN MOXKHO HE yKa3bIBaTh, OHU
pu He0OXOTUMOCTH BOCCTAHABIMBAIOTCS OYEBHUIHBIM 00pa3oM.

Jns copToB nmMeem

[a—
(\S]
—
N2

1,2 3,4 WJIM MHEMOHUYECKU

—|
()
—
N2

5,6 7,8 B 0003HAYEHUSX, 32 JaHHBIX BBIIIIC
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Mpbl, He uMes MOKa HMKAKOW JIOTUKH, HE 3agaéMcs BONPOCOM (M HE JenaeM IoJ00HBIX
YTBEP)KJICHUI) BCsIKas JI (pOpMysia MOXKET OBITh MPUBEACHA K BUAY TaOJIUIBI (MM KO BCAKOH JTU
dbopMmysie MOKeT ObITh IPUMEHEHA JJaHHAs! KOHCTPYKTHBHAS OIlepalys).

Onpeodenenue

OmnpenenyM KOHCTPYKTUBHbIC onepayuu npoekyuit Py, ij=1,2, KOTOpble NEPEBOIAT UCXOHBIN
rpebeHb, B pe3yabTHPYIOUIUI rpebeHb, 3aMEHOH Ha 3HAK IIYCTOIO MHOMKECTBa BceX (Gopmyi B
KJIETKAX, OTJIMYHBIX OT KICTKH (i,)).

Onpeodenenue

Ilonnvim 6azoevim 2pednem Ha3piBaeTcs GoOpMyIia, COCTABICHHAS U3 KOHBIOHKIUN hopmyn (i, j

=1,2)

ak.:l Xe A = -xk’
a r(kl): ' _iC ’(l))_C !(kl'), a(lé):_lé(l) _(lé)
Y PAaBCHCTB n(,f)ze(”{) , n(ki) , 6(,,*? MOTYT OBITh JIFOOBIMH U3 CUMBOJIOB afl), x(,i n,m=12,..,

B MOCJEIHUX (QopMysiax 3HAK PAaBEHCTBA MMEET COOTBETCTBYIOIIME OIYIIEHHBIE 3/1€Ch MHJEKCHI.
[Tpu 3TOM nocTpoeHue 6a30BOro rpedHs BKIIOYAET MPABUIIO MPUBEACHHS PABEHCTB K IMPOEKIIMSIM, B
pe3yibTaTe paBeHCTBA B 0a30BBIX IPeOHIX coaepxkat MO0 NepeMEeHHbIe, TM00 UX MPOEKIHH.

ITo nmoctpoenuto hopMys MoJHBIX 0a30BBIX TpeOHEHN MOAPOPMYIIBI PABEHCTBA COAEPHKAT TOIBKO
Te OYKBBI IEPEMEHHBIX, KOTOpble BCTPETHIUCH B moadopmynax Buga a=Cx . DTO MO3BOJISET
3HaKW paBeHCTBa ((OPMYJIBI C PaBEHCTBAMH TEPEMEHHBIX) HUCKIIOYHTH W3 TaOJWIIbI, 3aMECHHUB
(bopMyIbl paBEHCTBAa MYHKTUPAMH, COEIMHSIOIINMU OYKBbI IEPEMEHHBIX, BXOASIINE B PABEHCTBA.

Onpedenenue

ba3zoBble rpeOHHU, TIepeMeHHbIE x,(f) KOTOPBIX BXOJAT B PaBEHCTBA (COEIMHEHBI IMyHKTHPOM)
Ha3bIBAIOTCS CEAZHBIMU 2PEOHAMU.

ITo mocTpoeHHIo rpeOHM COCTOAT U3 CBS3HBIX IPEOHEM.

Jis ciyuyasi HampaBiIeHHBIX OMHApHBIX CKIIEEK MOCTpOCHHE TIpeOHEil MpOBOAMTCS, HaYMHAS C
HEKOTOPBIX BHEIIHUX 0a30BbIX I'peOHEN ¢ OMOIIIbIO ONepaluii CBEPTKU.

Onpeodenenue

BremHumMyu 0a30BBIMU CBSI3HBIMHU 2peOHAMU HANPABICHHBIX OWHAPHBIX CKIIEEK HAa3bIBAIOTCS
cienytomue GopMyIbl

ol =C A= A =,

NN
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1 2
HepeMeHHHe a,(() Ha3bIBAKOTCA 3x00amu, ICPEMCHHBIC ai) Ha3bIBAKOTCA 8blx00aMll,

(oTCrozla B Ha3BaHWHM CKJICWKH B3AT TCPMHUH «HAIPABJICHHBII») aireOpa TPOCKIUH HMEET BHI
(awxaIE wHACKC y C OIMmyIIeH):
V= 0P =y, =y, P li=c®y . (5)
Takum oOpa3om, rpeOeHb B M3y4aeMOM CITy4ae COCTOUT BCETO U3 JBYX «3yOBEBY.
Onpedenenue
BHemHuME 0a30BBIMHU CBSI3HBIMH C6EPHIKAMU HATIPABICHHBIX OMHAPHBIX CKJIEEK Ha3bIBAIOTCS

cienytomue GopMyIbl

a r(kl):C I(l)x r(kl)/\a ’EnZ):C /(2)x ’(nf)/\x '(kl): ’1’2)(? ((”%)
WIH
a '(k]):C !(l)x r(kl)/\a rfi)_c /(2)x '<m2)
Taxxe nepeMeHHble  a '(kl) HA3bIBAIOTCSA 6x00amu (CBEPTOK), TIEpEMEHHBIE '(kz)

Ha3bIBAIOTCS 8bIX00aMU (CBEPTOK).
13 BBen€HHBIX IpeOHEH U CBEPTOK CTPOSATCS, KaK 3TO IMOKA3aHO Jaliee, OCTAIbHBIC BOZMOYKHBIC
MOJIHBIE TPEOHM HATPABJICHHBIX OMHAPHBIX CKIICEK.

Paccmotpum crnenyromuid MosiHbIl TpeOeHb, BHEUIHUM TpeOEeHb KOTOPOTO COCTOMT M3 ABYX

GHei & @)_ A1) () _ (2)
CBSI3HBIX I'PEOHEN, U UMEIOIIMN PaBEHCTBA a, =a's’,a; =a'y

Ha takux rpe0GHsAX ompenenuM KOHCTPYKTHUBHYIO omnepauuro M, , KOTOpas INEpeBOAUT B

HIDKHUE KIICTKU COGI[I/IHéHHble IIYHKTUPOM pPaBCHCTBA M3 pa3HbIX KICTOK C COOTBCTCTB}’IOHIef/'I

3aMEHOM COpPTOB:
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,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Orta oneparys sABISIETCA 0AHOBPEMEHHBIM IPUMEHEHUEM Olepanui
M(bi)x@‘)_w—c(i),M(bi)x,<i>_>)—c,(z‘)’Mg)a(i)_)ah),Mg’i)a,(z')_>a '(i),i:1,2.
[anee, omnpeneauM  KOHCTPYKTMBHYHKO  OIEPALHIO M, , Koropas TEpeBOJAUT C
COOTBETCTBYIOIIEH 3aMEHOI COPTOB M3 MPABBIX KIETOK B JIEBbIE KIETKH COEIUHEHHBIE TYHKTUPOM

paBCHCTBA:

a51)=C(l)x(]1\)\/\ /\agz)=C(2)fx(42) o

OTH Onepalyy sISHTCA OJHOBPEMEHHBIM IPUMEHEHHEM HAOOPOB Olepanuii
M 1D oD D50 550 a0 ) g0 a0 0 50,
BBeném raxke onepanuu, pOTUBONOIOKHBIE MPEIBLIYIIUM
M(,i)x(i)—>x ’(i),MY)X<i)—>7c'(i),M(,i)a(i)—>a’("),Mﬁ")a(")ea i)
JInsg  HanpaBileHHBIX OMHApHBIX CKJIEEK BBOJWTCS TEPHApHAs ONEpPALMs YMHOXKCHHS L,

COrJIaCOBaHHAas C MPOCKUUAMU C TIOMOIIBKO aKCUOM

C(l)umx(pl)xf;)x(,l):C(l)x(li), C(2>M(2)x(;)x‘(IZ)ng):C(Z)x(j)J (6)
rae xS),xE]'),xf),xéz) - IepeMEHHbIe NEePEMHOKAEMBIX IEPBBIX JBYX CBS3HBIX I'peOHEl u

2 2 o .
x£ ) x£ . MIEPEMEHHBIE TPETHErO U3 NMEPEMHOKAEMBIX TPEX IpeOHEll COOTBETCTBYIOIIMX CBEPTKE

C IIEPEMEHHBIMU X '(,z)x '&2)

J_IaHHBIe AKCHMOMBI 3a/1al0OT KOHCTPYKTHBHBIC OIICpaAllUUd CO2I1ACOBAHUA YMHONCEHUA C

npoexyuamu, NIpUMCHACMBIMHA 110 OTACIIBHOCTH CICAYIOIIUMU MpaBUJIaMHU IMOJACTAHOBKH:
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C(”u“)x(; x(l)x’g)_}mem LS UGN

q
c¥ 22,2,

wox, x,x, —c? ,C(2)x2)—>C(2)M2xp Xk ?

JlaHHBIE COTJIACOBAHUS OTBEYAIOT IEPEMHOXKEHHUIO TpeOHEW, NpU KOTOPOM HE MEHSIFOTCS
HavaJbHAs TPOCKIUS y IEPBOTO COMHOXKHUTEIS U KOHEYHAS TPOSKIIUS Y BTOPOTO COMHOXKUTEIIS, TaK
ke, KaKk 9TO MMEET MECTO NPH MEPEMHOKCHHH CTPEIIOK B KaTeropusx. Jlamee, ompenesisercs c
MIOMOIIBI0 TSATHMECTHON OIEpaluid YMHOXCHHS CJIy4ald, KOTJa YKa3aHHbIC MPOCKIMH TaKkKe
U3MEHSIOTCS TP MIEPEMHOKEHUU TPEOHEH.

[ToMrMO KOHCTPYKTHBHBIX omeparwii M ,, M, pans TOJHOTO ONpPENENICHUS yMHOXKEHUS

rpeOHell BBOJWTCS KOHCTPYKTHBHAs orepauus Ev, nepeBoasmias Npesblayliyio (GopMmyiny B

CIenyoIIyio hopMyIry

asl)_C(1>M(1)x(11)x(31)x(51)/\ /\af)ZC(z)u(z)x(z)x(f)x(:) o
a(zz)zcmx(;)/\ a(;)zc(l)x(;)
| o
6(5”=C_?(1)X(S”Aaf)= C“))‘cf)

[Tonmy4yeHHblid MONHBIA TpeOEHb AT TMPOU3BEACHHE ABYX Oa30BBIX TpeOHEH C MOMOMIBIO
UMEIOIICHCST CBEPTKHU, TO €CTh 3aJaeT OMHApHYIO omeparuio, 0003HauuM ee depe3 A, (I IByX
BHEIIHUX TrpeOHel, Axixsx’s, a CBEPTKA Xx's SBIAETCS MapaMeTpoOM), U SBISETCS PE3ylIbTaTOM
IPUMEHEHUSI COOTBETCTBYIOUIMX KOHCTPYKTHBHBIX ONEpaluii. YMHOXEHUE Tapbl YXKe
MIOCTPOCHHBIX TPEOHEH 0 OMpENENICHUI0 MPOBOAUTCS TaKXKE, NMPH 3TOM OYEBUIHBIM 00pazoM
HaKalUIMBAIOTCSl BHyTpeHHUe rpeOHH. [lonHblil rpeGeHb CONEpKUT B BUAE CBOETO BHYTPEHHETO
rpeOHs WCTOpUIO TOJy4deHHs W3 0a30BbIX TpebHeil. Jlns Teopuum cHCTeM 53TOT MEXaHHM3M
dopmanu3yeT NOITy4eHUE CUCTEMBI U3 IPYTUX CUCTEM, CTAHOBSIIUXCSA e€ moacucreMami [7].

Paccmotpum crienyromuii nomHbIN rpedeHb (kietka (1,2) pacmonoxena Haj kietkoi (1,1)).
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(1.2)

(2,2)

25

PGSYJ'II)TaT IIPUMCEHCHHUA NMECIOIUXCA CBépTOK 3aBUCUT OT MOpAAKA IIPUMCHCHHA CBépTOK. Ecnmu

CHavaJla IIPpUMCHACTCA JICBasd CBépTKa, TO MTOJIy4acM

a, —C(l)u(l)umx(1”xgl)xgl)x(sl)x(gl)/\a(éz)=c WoW X, X, Xy Xg Xy,

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
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Onpedenenue
Popmyny

M(i)u(i)u(i)v(i)w(i)l’(i) S(i):M(i)].,t(i)u(i)v(i)l"(i)W(i)S(i), i=12 (7)
Ha30BEM AKCUOMOU ACCOUUAMUBEHOCMU, OHA OIPEIEIieT KOHCTPYKTHUBHBIE OIIEpallid C
MOMOIIBIO CIEAYIOMINX NEHCTBYIOIINX B COOTBETCTBYIOUIMX aNropu(Max mo oTAeIbHOCTH (PopMyI

IHOACTaHOBKH

(i)pt(i)v(i)w(i)r(i)s(i)—wt(i)u
M(l)u(l>u(’)v(l)V<I)W(l)s(l)—>M(1)

(D) (0,00 (60 (i) ’

(i) (1) (i) (i)

uy
a0 0,

st GuHapHOi onepanyy Ha TpeOHAX UMeeM (CopTa HE YKa3aHbI)

Muh,vwr's' > AMAuvr' ws',
2 2 27¥2
Mhuvr'ws' = huh,vwr's'.

Ecmn umeercs rpebenr ¢ moadopmynoit a(i)zC(i)u(i) u” u(i)v(” w050 , TO HCHOJb3Ys
AKCHOMY aCCOIMATHBHOCTH MOYKHO IOJIYYUTH (HAIPUMEDP, €CIIN BHYTPEHHUH I'peOCHb y UCXOTHOTO
rpebHs ITyCTOM) B KayecTBe rpebHs HOBBIN rpebeHb C nondopmynoi

a(i>:C(l)u(i)u(i> Uy 00 310t HOBBI rpe0cHb BIIOJIHE MOXKET OBITh TOJIY4YeH APYTUM
crocoboM (¢ TOMOIIBIO omepanuil CBEPTKU U mpoeknuii). [Toguepkaém, yTo MBI HE 3a00THMCS O
TOM, 4YTOOBI HCIIOJB30BAaTh HEKOTOPBIA MUHUMANbHBIL HA0OP KOHCTPYKTHUBHBIX OMEpAIMMA IS
MOCTPOEHUSI HAIIPABJIEHHBIX OMHAPHBIX CKIIEEK.

[anee Mb1 Oynem omeparuio L 0003HaYaTh L.
3. KaTteropHsie 1uarpamMmMabl

Bocnons3yemcsi mpuéMoM, KOTOPBIA HMCHOJIB30BAaH BO BBEACHHOW B [6] akCHMOMAaTHUKE TEOpUU
KaTeropuil s rpadudeckoil 3amucu ¢opmyn s3bika. HedopmanbHOoe 0OCyXaAeHHE W JeTalH
aHajiora 3TOro MPUMEHEHUS JJIsl KAaTETOPHBIX CKIIEEK MOXHO HAaWTH B [7].

Omnpenenum rpapudeckoe nzodpaxxeHue Gopmyi.

OCHOBHOM TOJHBIHN IpeOEHb CO CBEPTKOM
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UMeeT N300pakeHNe

a 1) a(zz) a(31) a(j) 4 ,(51) a '22)
C(l) C(z) C(l) C(Z) C /(1) C /(2)
ROTNC MO PRI

(8)

4. O0mas OMHApHas onepanusi B OMHAPHBIX HANIPABJIEHHBIX

CKJICHKAX

! ! !

PaccmoTpum crenyromyro OMHapHyrO omepamuio A Ha rpedHsx z=Aiuxwy' , (u', w', v
paccMTpPUBAIOTCSA KaK MapaMeTpbl OMHApHOW omepanud A OT ABYX BHEIIHHX TpeOHel x u y),
M3MCHSIOIIYIO BCE MPOCKIIUN COMHOXHUTEINEH U BBITIOTHAEMYIO aHAJOTHYHBIM PUBEIEHHBIM BBIIIE

BapHaHTaM

’ ’ ’

u w \4

[Tocne BbmonHeHus onepanuii M (c uaaekcamu) U Ev noiydaeM BHEIIHUHN rpeOeHb 2z
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0=y A C2) ;D 02,2 L0 )

z([)=?»([)u Ai)x(i)w i) y(z‘)v l(i),.
)\‘(l) u !(l) .X'(l)W !(l) y(l)v !(1): M(Sl)u(l) x(l)w(l)y(l)v(l) , l — 1,2

JomnonHss 3TuM rpedbHeM Mpeabl Iyl rpedeHb, MOJTyYuM

Omneparnus s Ha TATH TPEOHAX OMpeAeNseT TaKXKe TEPHAPHYIO ONEpaIuio p Ha TPEOHSIX, KOTopas

HaM IIOHAI00UTCS

p(z’) 2y ) w(i)y r(i)v(i):M(Si)u(ﬂx(i)w(i) ymv(z-), i=12

MOCKOJBKY x(l):§,3x’(l>,x(2)=§24x '(2),y(l)zglgy'(l),y(z):§24y’(2), TO BBOJAUM OIICpaIHIO

«cHsitust mrpuxa»y & =(E5, &), E(x")=E(x W x ’<2)) :(x(l), X uMeeM

p(i) u(i)x ;(i)w(i)y f(i)v(i):“vgi)u(i)g-x ;(i)w(i) ?c:,-y r(i)v(i):
:M(SI)E}IE}V ”(l)x MW(Z) y ’(I)V(l) ) p(l):M(Sl>§_ll§_]V

Amnanornuno umeem A zu(;,i) EIELE)

[TpuBenéM KOHCTPYKTUBHOE OIMCAHUE ONEPALUU A (U Ls).

[TonHbIi TpeOEeHb UMEET BHT

a(ll)zc(1>x(ll)Ad(12)= C(Z)x(lz) /\a(zl)z C(l)x(zl)/\q(zz)zc(z)x(zz) é /E:): C /(I)W ,(1)/\61 ’(;)ZC !(Z)W (2)

IIpumennm oneparmto M, , noaydnm
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Ji} a!(l)zcr(l)ur(l) a!f}z)_C!(z)VV(Z)
2 5;’5(1;’)_’;(1’13;;’2’)’;’5&’z;;_;@’;’5@215;g{)’)_;(213;;@;’5@5;@ """" 22— g 12 a'=cy !
‘;_Z’S):C’mw'(l)/\a’g):C’mW N
[Ipumennm onepammo M ; > HOJTy4uM
a(ul):C(I)%l(I) a(vZ):C(Z)‘f(Z) Ji
2= CVE A g Y= T3 Agl= 3, ”Aaf)zémx(j) ”””” 29—g" e 2=t )v 1)
S e o

[Ipumenum omepanuio Ev, MOTy4uM OKOHYATeNIbHO, BBOJS 00O3HaueHHe g TpeOdyeMoil

MATHMECTHON OTIPEAINH s Ha TITH BHEITHUX TPEOHSX U, X1, W, X2, V

2= CO 1 p )= )2 1 1207 (1 0,00 0,00 0,003 221 1,00 01,00 01,001 | gy
A=CUEIAF= D) A= CORAZD=CPIR  gP—cd  gW— gl
””””””””””” ‘.:7,:;,:7,:7,:;,:7,:::;,:7,:::,:,:,:,:,:,:,:,:,:,:,}:,};:,}:,};}}:,}i I ﬂ

YacTHpIM CJIydyacM oncpanuun A SBIISICTCS CJICAYOIICC IMOCTPOCHUC et BapuaHTa U3 MOAXOAAIINX

OMHApHBIX OIEpaLUi.

OmpenenuM creayoonryo OMHapHyHo (1o TPeOHIO U CBEPTKE) OINEpaIuio L, , ACHCTBYIONIYIO Ha

MOJTHBIN TpeOeHb
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IIpumensiem onepauuto M, , noayyaem

a )—C“)x(l')/\ /\af)—C(z)x(42> 2z
=50 alll=g Wzl p

HeoOxonumyro OWHapHYIO OMEpalyio Ha JBYX BHEUIHHX TPeOHSX MBI OOO3HAUMIM TOW Ke
OyKBOH L, .
OmpenenuM creayoonryto OnHapHYyIO (10 TpeOHI0 B CBEPTKE) OMEpaIuio L, JCHCTBYIOIIYIO Ha

MOJTHBIN TpeOeHb

ITIpumensiem onepauuu M, , M, , Ev, nonydaeM
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HeoOxomumyro OuHapHYIO OMEpanui0 Ha JBYX BHENIHMX TPEOHSX MBI OO0O3HAYMIIM TOW XKe
OYKBO L.
Omnepanuu L, L, TAKXKE KaK U L, COTJIACOBaHbI C MPOCKIUIMH.

(i) (1)

Tepuapuyto omeparmio  w!'x'” y'z"  moxmo cysute o omepammm  (ecnm s

OHpe)leJ'IéHHOCTI/I IPUHATL, YTO CHA4YaJla HeﬁCTByeT onepanus W1 3aTEM H,)

(6) ) (i) (i)

T

x(i)MEi) y(i)Z(i) ) i= 1,2

Breném emé tepHapHyto (1Mo rpeOHIO U IBYM CBEPTKAM) OMEPALUIO L, CICTYIOIIMM 00pa3oM,
UCTIONB3YS aHAJIOTHYHBIM CIIOCOOOM UMEIOIIIUECS OTIEPAIIHH.
CBopsmuiics K OMHAPHBIM OMEpaIsaM BapUaHT ATOM ONepaluu UMeeT BHUI (MHIEKC copTa He

MPUBOAUTCS, IJIs1 ONPEICIEHHOCTH CHaYajaa IpUMEM JCHCTBUE ONEepallH L., TIOTOM ONEparuu L )

def
UpXUV=U W, XUV
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77777777777777777777777777777777777777777777777777

<« <
X y' u'
4
3’ /6’
‘ . -
4 _ 4
/o N

1 2
A |

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,,,,,,,,

Tenepb MBI MOXKEM TOJYYUTh M3 OWHAPHBIX ONepalii BapuaHT oO0IIell OMHapHOW orepanuu
HaNpaBJICHHBIX OWHAPHBIX CKJIEEK, MPU ATOM HHAEKC 5 MOXKHO YK€ HE HCIOJBh30BaTh (MHACKC
COpTa HE MPUBOJUTCSA):

def def
UUXWYV=U,W, X Yy Wuv=ww.wxuw,ywuy
Ha mepemeHnHbIe u, W, Vv MOXXHO CMOTPETh KaK Ha TapameTphl JUIsl ONepalnuy IePEeMHOKEHUS

JIBYX TPEOHEH X U ).



System Informatics (Cucremnas unpopmatuka), No. 27 (2025) 33

5. HepB OMHApHO HANIPABJIEHHOM CKJICHKH

PaccMOTpuM KOHCTPYKTHUBHYIO OMEpAIUIO BBIMUCHIBaHUS cleAyromero Buaa ¢Gopmyi. [lepssiii
miar - 3To onepanus Py moctpoenus ¢popmMyiisl (8), KOTOPYO MBI H300pa3uM B COKPAIIEHHOM BH/IE

(31ech CBEPTKHU BBINMKMCHIBAEM BBEPXY IIYHKTHPOM)

VAV,

HazoBeM 3Ty dhopmyiy uenouxoit zpedneit 13 1Byx 3BEHBEB.
Crnenyroiieil KOHCTpYKTUBHOW omepanueid P ompenenum mpunuchiBaHUE CpaBa K HMMeEIIEHCs

Henouke GopMyIibl

C pe3yJbTaTOM B BUJIC JTUATPAMMBbI YEeHOUYKU 2pedHell U3 TPEX 3BEHbEB

Oty ¢opMyly MOXKHO JByMs pa3sHbIMH CIIOCOOaMH, BBINOJIHAS B TOM WIM HWHOU
II0CJIEIOBATEIBHOCTH HMMEIOLIecs CBEPTKU (3[€Ch HUCIOJIb3YyeTCs oOlepauus |) NpPEeBpaTUTh B
COOTBETCTBYIOLIMI NOIHBIN rpedeHb. [loaToMy yenoukoii uz mpex 36enves Ha30BEM J1Ba 0OBEKTA:
caMmy JIuarpaMMy U MOpPSI0K BO3MOKHOTO MepeMHOKeHus rpedHerd. Eciu Tpu rpeGHst 0003HAYUTD
COOTBETCTBEHHO X, J, Z, TO MBI IIOJIy4MM JIBE LIETIOYKU: W, XW,YZ U W,W,X )z

3aMeHss |, Ha Omepaluio A Mbl HOJTY4YMM OOLIMH Clydail LIeNOYeK HANpaBICHHOW CKIEHKH,
KOTOPBIN PACCMOTPUM J€TalIbHEE aJIEe.

Onpedenenue

®dopmyina, MOIy4eHHAs IPUMEHEHUEM YKa3aHHbIX ONEPALMN ¢ yKa3aHHUEM MOPsAIKA IPUMEHEHHUS
CBEPTOK HA3bIBACTCS Yenoukou zpedoneir. Habop TpEX ykazaHHBIX KOHCTPYKTHBHBIX omepauuil (Po,
P u yka3anue nopsizika) Ha3bIBa€TCsl KOHCHMPYKMUGHBIM HEPEOM TAHHOW KaTErOPHOW CKIIEHKU.

[Tone3Hno ompenenuTs OMHAPHYIO Ha IIENIOYKAX ONEPAUUI0 COEOUHEHUA UenodyeK, TO €CThb
ONEpALMI0 NPUIUCHIBAHMS CIIpaBa IpeOHsA K HUMEKIEMycsi TpeOHIo, JUIsl 4ero JOCTaTOYHO

NPUIUCHIBAHUS CBEPTKU (WM OMHApHOH onepauuu Ly, A U JIp.), COSAUHSAIONIEH NPOEKIHI0 BTOPOro
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copTa IOCJIEAHEro IpeOHs ¢ MPOEKIMell MepBOro copra MepBoro rpedHs MPUCOEIUHIEMON ClieBa
LOCIIOYKH, U OIMPCACIICHUSA IMOpAaKa: IIOpAd0K HepBOﬁ LCIMOYKH, IMOPAI0K BTOpOI\/'I OCIIOYKH U 3aTEM
HpHMEHEHHE J100aBICHHOM CBEPTKHU MU OTIEPALHH.

Msb1 ocTaBnsieM Te K€ Ha3BaHUS IS IIETIOYEK, B KOTOPBIX BMECTO YKa3aHHBIX CBEPTOK
UCTIONIb3YETCS OTepanus A.

Ilepeiiném K KOHCTPYKTUBHBIM ONEPALMIM AYyadbHOCTH.
6. CoproBasi 1yaJibHOCTh

OTOT BUI AyalbHOCTH ONpeAessieT OOIIe3BECTHYIO AyallbHOCTh B KaTETOPUSX, PsII OCHOBHBIX
MOHATUN TEOPUM KATErOpHUil, TaKWX KaK IMOHATHUS JyajJbHONM WM JIBOMCTBEHHOW KaTEropuw,
KOBAPHAHTHOTO M KOHTPABAPHMAHTHOTO (PYHKTOPOB M JPYTHX CBS3aHHBIX C JABOWCTBEHHOCTBHIO
KATETOPHBIX MOHITHM.

Ornucanue copTOBOM AyadbHOCTH COCTOUT U3 HECKOJIBKHUX IIAroB.

BBomutcst apyroii andaBuT, B3aMMHO OJHO3HAYHO COOTBETCTBYIOUIMI an(aBUTy UMEIOIIEHCS
ckieiiku. Jlanee, ¢ TIOMOIIBIO TeX K€ KOHCTPYKTHBHBIX OIEpalMii B HOBOM ai()aBUTE CTPOUTCS
A3bIK JUISL Apyro QopmaibHOM CKIIEHKH, Jajiee, yCTaHABJIMBAIOTCS OTBEYAIOLUE COPTOBOM
JIyaJIbHOCTU CBSI3HM C NEPBOHAYAIBHOW CKJICHKOM, MO3BOJIAIOIIME BCE ONEpaliyd B HOBOM CKIIEHKE
MOJTyYUTh U3 OTEpalyii UICXOAHON. YKa3aHHbIE IIard y00HO MPOBOANTH, PACIIMPUB, KaK yKa3aHO,
HayvaIbHBIA anpaBUT €ro KOMHUeH, UCTI0Ib30BaB Mepeodo3HadeHus: OyKB, U MOCTPOUB (HOPMABbHYIO
CKJIEWKYy B 3TOM HOBOM aidaBuTe. B pacmmpeHHOM s3bIKe MBI TMOJy4daeM JABe (OopMalibHBIE
CKJICIIKH, B3aMMOOTHOIIICHUSI KOTOPBIX (COPTOBYIO AYaJIbHOCTh) MOXHO O(GOPMUTH MOJIXOISIIMMHU
byHKIIMOHATBHBIMU OyKBamHu. Peanu3yemM 3Ty mporpaMmy, yTOUHSS HEOOXOAMMBIE AETaTH.

Pacumpum nocTpoeHHBIH S3bIK, J00aBUB €TI0 KOIUIO, JIJISl YETO BBOAUM:

- BOCEMb JIONOJHUTEIBHBIX COPTOB  §;={ s(li), S, ), E’(li), E(f)}, i=1,2 auda mnepeMeHHBIX
(mpeapiayIKie copTa Sp O0O3HAUMM TeMHU >ke OykBamu, 3aMeHuUB HHIekc 1 Ha 0, TOo ecThb
UCIIONIB30BaB 0003HaYeHus s'));

- Hosble Oykeel (i =1,2, o,B=1,...,8 ,k m - HarypanpHbIC YnCIa, 3HAK PABEHCTBA OCTABHM
TEM K€, KaK 1 3HaK KOHbIOHKITIH )

y(ki)’ b,(,i), y’Ef),b rZ), J_/'(ki), b ,Z)’ )_/(ki):B(n?: GY. G GY Gy gt Gl =i Mo A

COOTBETCTBYIOIIME UMEIOIIUMCS OyKBaM

XE:), a(ﬂi), x r(]é), a r(ni), % ’}(’c[)r a '(n?, )_c(k[), c—l’(;), C([), C !(i), (_j(i), 6/(”, M(i), )\(i)’ p(i), =up> Eapy A
MpbI MeeM KOHCTPYKTHBHYIO OTIEPAIIHIO 3aMEHBI ()OPMYJIT U BBIPAKCHHIA, TOPOKICHHYIO CMEHOM

andasuta, obozHaunM e€ R («replacement», TepeBONUT HUCXOAHBIN S3bIK B S3bIK C JAPYTUM
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PaBHOMOIIHBIM aI(haBUTOM), a TAKKE UMeeM 00paTHYo i Hee R’(wmu xopoue R). Beenéuuyro
KOINUIO s3bIKa OyZeM Ha3biBaTh R-konueni. VTak, ISl pacCMOTPEHHUsS NYyallbHOCTH MBI H3y4aem
00beOuHenHblil A3bIK, OOBETMTHEHHUE SI3bIKA CKIIEEK U €T0 R-KOTHH.

Jnst paccMOTpeHus: AyalnbHOCTH BBeAEM HaObop D (PyHKIMOHANBHBIX CHUMBOJIOB U Habop D
0o0paTHBIX K HUM CUMBOJIOB (THII YKa3aH B CKOOKax, i #J, i, j =1,2,)

D(")(S(O")—w(lj)),D’(i)(so’<i)—>s1'(j)),l_)'(")(iv’f))—»_'(lﬂ),D(i)(Eg),HE(lj)),

D “(s(l’—wo)) D (s, 15,0 Dl (5405 400 B (

Dx —>y,;,Dai)—>b,; ,ka—>yk‘,Da ) )

L —b"

D3 ()—>y 0, Da'( b D)~y pal'—bY,
D yk —>xk ,D b —>ak'),D'y’£:)—>x (k),D b’(zfi)_’a'(/;j):
Dy -z, Db V—a' Dy -z, DB~ a?.

Onpenenum neiictBue npoekiui G uepes npoekiuu C.

)def

DCY Dyk,G’ y W pe D'y'ﬁj),
YpcVp ) gy L pep iyl

(i)
G yk
)def
G l y l
OmnpeienM aHAOTUYHYIO CBA3h onepauuit D, §;, M, COOTBETCTBUAMH (31€Ch i, j OepyTcs u3

Habopa uucen ot 1 1o 8) m,_ ldﬁfDE D", i, j - uétHBle wMCna; Wy, =D& ;D , i j -

HEYCTHBIC YHCHa; M,_y ;. =D§E;; D" , i, - 4ETHOE YHCIO, j - HEUETHOC YUCIO; M.y, =D E;; D
i, - HEYETHOE YUCIIO, j - YETHOE YUCIIO.
JlononHseM KOHCTpYKTHBHBIE onepauuu D u R 10 onepanuii D u R , BKIIIOUAIOLINX
npeoOpa3oBaHus D :t1=t2—>Dt1=th,f{:t,:t2—>Rt,:Rt2 UL TEPMOB So COPTOB U
D:AANB—-DAAD A, R:ANB—RAARA nm (bopMysT ¢ KOHBIOHKLIUSMHU.
Omnpenenum neiictBue omeparmu 0 depe3 omepauuio A. Jmsg sToro memouky u3 ABYX

MEePEMHOKAEMBbIX TpeOHEH mepeBoaMM orepainueid D B ILEMOYKY U3 COPTOB S; U NMPUMEHSIEM

ormeparuio 0.

Cl,fll):C’(l)Z/l !(1) C! )/\M() ()/\a()_a(ll)/\
Aa<11>:C(1>x<l>/\a<> C(”xﬁ)Axﬁ):x”Aa” O
(I)ZCI(I)WI 1) CI )/\W() w()/\a’(j)=a(21)/\

/\a(zl):C(l)x(2 )/\ ag )—C(z)x(zz)/\x(;):x(zz)/\ a(zz):a ’VU/\
(I)ZC I(l)v r(l)/\a I(VZ):C ’(Z)V '(2)/\\/ r(l):v 1(2).

A

IIpumensiem onepanuro D, uMeem
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b ’(pz):G r(z)p ’(2)/\b '1(191): G r(l)p r(l)/\p I(Z)ZP !(I)Ab rg):b(lz)/\
/\b(12)=G<2) y(lz)/\b(ll)=G(1)y(11)/\y(lz)zy(ll)/\b(ll)zb !512)/\
/(2 (2) (2 ,(1 (1) (1 (2 (1 ,(1 2
Ab =G 12 g D Ay = G g DA g ) ) p )
ABP= G2 Y2 A 1= G 0A 21— 1)\ pl1)— 2] o
AD !(2):G r(z)’, I(Z)Ab r(l):G r(l)r ,(1)/\1" 1(2):;, !(1).
[Tonp3ysich KOMMYTaTHBHOCTBIO M aCCOIMATHBHOCTHIO KOHBIOHKIIMM TIEPEMECTUM PaBEHCTBA B
TOT MOPSJIOK, KOTOPBI TpeOyeTcs Ak MpUMEHEHUs onepaiuu 0.
b r(l):G !(l)r l(l)/\b 1(2)=G ’(2)7" I(z)/\r !(1)=rr(2)
AD ((rz): b(;)/\b(zl):G(])y(zl )/\b(22): G(Z)y(zz)/\y(zl ):y(zz)/\
/\b(22)=b ’(ql>/\b r(ql):G ;(l)q /(I)Ab I(qz):G r(z)q r(z)/\q /l l)zq 1(2)/\
Ab ,((]2): b(l”/\b(ll)zG(l)y(ll >/\b(12>= G(Z)y(l2>/\y(ll):y<12)/\
/\b(12)=b !S)/\b r(pl)zG r(l)p ’(l)/\b r(j)=G r(z)p r(z)/\p r(1)=p ,(2).
Wrak, mmeem nemouky Or'y,q'y,p’' , momydeHHyl0 W3 memodyku Au'x,w'x,v’' wim
OKOHYATENbHO (TPU YCIOBUIX Du'' > pm, Dw" —>q('f) , DV Ji#j,0, j=1,2 ) umeeM
0r'y,q'yv,p'=DAu'x,w'x,v'
Jns onepanuu G 0TCr0ja UMEEM BBIPAXKEHHE YEpe3 ONEPALHIO P
ory'iqy,p=Dpux',wx'v

st onepaiinu v uMeeM BBIpaKEHUE Yepes L ONepaluie Vi y,qy, p=Duux,w x,v

[TpuBeném HaTSAAHYIO CXeMY BBIKIIAI0K JJIs BBIYMCICHUs O uepes A.

“ < <
VS w2 500 w6 9 v’ 10’
4 A 4
p p
3 X1 /4 7 X2 /8
4« <«
””” » O o
1’ pr 2 5!//// qr \\\\61 9! r! \\\ 10!
4 4 | 4 \
» »
3\ Y1 4 7\ Y, /8
,,,,, r
4 \ 4 : 4 \
10/ rr 9 6"/ a5 27 po U
/ A / A / A
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W3 nepBoi cxeMbl BTOpas IMOJIy4aeTcs omnepanue D, NPUMEHEHHOM K KaXKIOMy JJIEMEHTY
IIEPBOM CXEMBI, TPETbs CXEMa SBISACTCS IPUBEICHHUEM 3alIUCH BTOPOM CXEMBI ISl BO3MOXKHOTO

IIPOBEICHNS KOHCTPYKTHUBHOM OIEpaluy yMHOKEHHAS 'V

Onpeodenenue

A

®opMybl, MOJTYYCHHBIC C TOMONIBI0O Habopa omepaiwii  [) , Ha30BeM OyaibHbIMU RO

A

copmam K WCXOMHBIM (GopMmyinaMm. BosHukaromryro npu jgeidctBur [)  KaTeropHyr CKIEHKY
Ha30BEM OyaibHOIUl RO cOpmam K UCXOTHOW HaIpaBJIEHHON OMHAPHON CKIIEHKE.

YacTHBIM  cioy4aeM TpUBEAEHHOTO TMOCTPOGHMs  sABJIsSeTCs  (QopMmaiu3anus Hpumepa
KOHTpaBapuaHTHOrO (yHKTOpa B TEOpUH Kareropuil. HaxmagpiBas Te WM HMHBIE YCIOBHS Ha
(byHKIMOHaIbHBIE OYKBBI, aHAJIOTUYHBIE [, MBI NoTy4aeM (opMaiu3aluio MOHATH GyHKTOpA JUIs
KaTEeropHbBIX CKJIeEK (3/1eCh HaMpaBIECHHBIX OMHAPHBIX CKIIEEK).

Taxkum 00pazom, MBI 33Jalld KOHCTPYKTUBHBIE ONEpalM Mepexojia OT KaTeropHOH CKIEHKH K
IyadbHOW TIO COpPTaM KAaTETOpHOH CKIielike (B HaIleM Ciydae /Ui HaIlpPaBJICHHBIX OWHApHBIX

CKJIEEK).
7. CBépTOouHasi AyaJlbHOCTh

DTOT BUJ yaJbHOCTH OTKPBIT aBTOPOM M OKAa3aJCs IMOJIE3HBIM B TEOPUH MYJIbTUKATETOPHI,
CBEPTOYHBI BapUAHT KOTOPHIX aJIEKBATHO MOJAEIUPYET HWCKYCCTBEHHBIE HEHPOHHBIE CETU
MPOU3BOJILHOM ToTosioru# [7, 8].

BBenéM, kak ¥ B MpenbIyIIeM pasfieie, KOIUI0 B TeX ke 0003HadYeHUSX (OPMaIbHOTO SI3bIKA
JUTSL TyaJlbHOM 10 cBEPTKaM ckiieiiku. Kak u paHee onpeneneHa KOHCTPYKTUBHAS orepanusi R u ee
oOpaTHas R, mepeBosIas CHMBOJIBI M BRIPAKEHHUSI UCXOAHOTO SI3bIKa B €r0 KOIHIO M HA000POT.

[TocTtpouM ais 3a7aHHON CKIIEMKH JyaJIbHYIO IO CBEPTKAM CKIICHKY, JOOABUB  CIIETYIOIINI
naGop B={B’,B',B,B’',..} KOHCTPYKTUBHBIX omeparuii (1 HaGop B HM O0OpaTHHIX),
MIPUMEHSIEMBIX TOCIIe TTIOCTPOCHUS TPEOHS WIIH CBEPTKU UCXOAHON CKIICHKH (MCIIOB3yeMYIO KOITHIO
HCXOJTHOM CKJIEHKH Ha30BEM B-Komuen):

Bo:af)—>b ’(,f),'BO: x(,f)—>y '(,f),' B':a ’gf)—>b(,f);B " x '(,f)—>y(ki> ;
B:a)-b% B:x =y 5 Bray-bixy -5
BBIpaKeHUsI 17151 B (C 3aMeHoM OYKB @ Ha b U x Ha ));
nasee (He yKka3blBaeM KOMIOHEHTHI Habopa B), B(t=s)—(Bt=Bs), B (Bt=Bs)—(t=s) ,t,

S - TEPMBI.
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[Ipu noctpoeHun, YTOOBI HE BBIMTH W3 B-komuu (OpPMAIBHONW CKICHKH, HEOOXOIMMO

coriacoBaTh HabOp omepauuii B ¢ UMEOIUMHUCS B CKJIeiike W €€ KOmuH (PYHKIIMOHAIbHBIMU

OyKBaMmu.
s IIPOEKLUI UMEEM ( a(l)zC(l)x(l),
Ba"=BC"x" BaV=pc" B Bx", bV =BC" By ¢G"EL BCB wuT.n)
¢ pcp "M Ypc? B, G “"ch 'B,GY¥BCc"B
G4 pclp MY pc?p M"Y pcp, GYYBC"p.
st cormacoBaHusi (YHKITMOHATHHBIX CHMBOJIOB El.j u n; yIOOHO WCIONB30BaTh B

0003HAYCHUSIX OCJIbIC MHACKCHI OT 1 0 8. PaCCMOTpI/IM YCThIpC Cirydasd, HepBHﬁ N3 KOTOPBIX

OTBedaeT BeIOOpY mHAekcoB i, jE€{1,2,5,6} . dna x= ; jx(") uMeeM

Bx(i)zBE[_,B'Bx("),' y<i+2 BE By (j+2) . ’ y(HZ):7][+2,_/+2y(j+2),'Y]i+2,_/+2:Bg‘gzj/B» _
AHAaJIOTUYHO JIJIS1 OCTATBHBIX CITy4acB.
lpu i€{1,2,56} , j€{3,4,7.8} momywaem m,,,; ,=BE,;B .
[Ipn  je{1,2,5,6} , i€{3,4,7,8} mnonysaem m,_,;,=BE,;B .
lpu i,j€{3,4,7,8} momywaem m,_,, ,=BE, B .

JlomonHsieM, Kak ¥ B IPEABIAYLIEM Clydae, KOHCTPYKTMBHBIE ollepauuu B U R 10 omnepanui

A A A

B um R , Bxmoyawolmux npeodpazoBanus B:t =t,— Bt,= BZZ,R t,=t,»Rt,=Rt, 1
TEPMOB Sp COPTOB M B:ANH—BAANBH,R:ANH—RAANRH s dopMyn €
KOHBIOHKIUSIMH.

Omnepanusi nepeBojia UCXOAHBIX (OPMYJT COPTOB Sy B (OPMYJIbI COPTOB S; B-KOMHM CKIIEHKH
COCTOUT B 0OHO8PEMeHHOM TIPUMEHEHUN BCETo Habopa onepanui u3 B

OTMeTHM, 9TO B HMCXOJHOW CKJICHKE CBEPTKAMHU SIBIISIOTCS HE OTJICIBHBIC CBS3HBIC TPEOHH
COOTBETCTBYIOIIUX COPTOB, a UX TPOWKH, B TO BpeMsl KaK ONPEIENICHbI C MOMOIIbIO onepanuil &;
OTJICIbHBIE CBSI3HBIE TPEOHU CBEPTOUYHBIX COPTOB. YAOOHO C6épmMKaMuU CUNTATH TIOOBIC IIEMEHTHI
B-xonum cKIICHKH, a B C6EPMOUHBIX ONEPAYUAX CUUTATH UCTIOIH3YEMbIMHU JIUITH (PUKCUPOBAHHBIC
HaOOPbI CBEPTOK.

ITepexon oT TpebHelt Kk cBEpTKaM (M OOpaTHO) B camMoll CKIeHke - 0003HAYUM

COOTBETCTBYIONIYI0 KOHCTPYKTHBHYIO omepanuto yepe3 & (& - oOo3nHaueHue ansg oOpaTHOM

oneparyn) - onpezenéH ¢ nomompro onepamuit ;& , &4y, Eos, Eg(E3, Eyy, Esy L Es) . MMeRHO,
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Exox %-x - E 'a(ll)ZC(l)x(ll)/\a(12>=C(2)x(lz)/\x(ll)Zx(lz)—>

—a' 1 Cr x 1)/\61 Cr it )/\xr(l]):xr(12),
o1 ,(1 1
a : )_33101 ,X 1 :E 1x1 ,a _34202),)6 1 $§42xl> ():Enc( )213,
(1)_ /(1)
§13 1 ’xl =g x' 1 ,a2 §24a 2 ’xl =8 x|, C=E,C" gy, .

OnHOBpEeMEHHOE MTPUMEHEHHE K BHEITHUM TpeOHI0 1 CBEPTKE onepanuid & u & 0003HaAYUM uepe3

g , Oyayud OBaXIpl MPUMEHEHHON K (opMmysie omepanus HUYEro B HeW He meHseT ( EEF
rpadguvecku paBHo F).
AHaJOTUYHBIM 00pa30M BBOJIUM OIEpaluio C, pacCTaBISAIONIYIO (M CHUMAIIYI0) HaJ4epKUBaHUE,

KOTOpyto 00o3HauuM ({ - oOo3HAaueHHWE NJIsi OOPATHOM OmNepamuyd «CTHPAHUS HATICPKUBAHUSA),

OJTHOBPEMEHHOE TpHMEHeHHe K (opmyine obemx omepaumit $,L oOo3HaumMm yepe3 &
[Ipumenenne aBaXkabl K popMyie F 1 3TOH onepanuy ocTaBiseT GopMyiny Hem3MeHHoi: & & F

rpaduuecku paBHo F. Onepamyu & u  «KOMMYTHPYIOT», pe3yiabTaTbl OT npumeneHus &C u (&

COBIAJAIOT.

OTmeTuM, 4YTO TMpU OIpENe]IeHUH TPOU3BEACHUM BBEAEHHBIE oOlepaluu (aKTUUYECKH
UCHONB3YIOTCS (B omepauusix M, u M c IpyruMH HWHIEKCaMH), BO3JACHCTBYS Ha (OpPMYJbI C
pPaBEHCTBAMHU MTPOEKIIUI.

3amaauM TepHapHOE MPOU3BEACHHUE P TPeOHEH X1, X2, X3
a(ll)szx(ll)/\a(lz): C<2)x(12)/\x<11):x(12)
ag):me(zU/\a(f): me(f)/\x(zl):xgz)

=1 nal? = 2l =)

C TIOMOIIIBIO CBEPTKHU U3 JABYX TpeOHEH CBEPTOK u', v'

a r(ul):C r(l)u r(l)/\a r(uz):C I(z)u r(z)/\u !(l)zu '(2)/\61 !il):a(lz)/\a r(z)za(zl)/\

(D @), A0 g 21 203,25 1), 42 A 203 7i2)=a§”.
B xauecTBe BHEUIHEro rpeOHs MOIyYlM IrpeOeHb X
V= o 1), 01 ) (1) ) ) 52) ), 2) (2] 21 0)
p(l)x(ll)u /(l)x(21)v '(l)xgl)zp(z)x(lz)u ;(2)x(22)v '(2)x(32)
Utak, x=px,u'x,v'x,
Tenepsb ¢ moMoIIBIO p OMPEETUM TepPHAPHOE TPOU3BEIECHUE Pr OTICIBHBIX CBSA3HBIX CBEPTOK

Ex=x',x"=Epxu'x,v x5, x"=EpE x" 1 Eu& x",EvEx 'y,
x'=Ep& x"\ EyuEy X8 v, s, x '=EPEELEEW Erx uxvx's,
Pr=Ep&,EnEmsEnwsr.

[ J— ’ ! | A ! !
Umeem x'=p,x" ux',vx';=Epxu'x,v'x;.
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I/ITaK, AJid BBIYMUCIICHUA TCPHAPHOI'O IMPOU3BCACHUA CBépTOK AOCTAaTOYHO IICPCBECTU HX B

rpe6Hu, s TpEX TrpeOHed BHIYUCIUTH MPOU3BEACHHE M TMEpPeTH OT pe3ynbTrara K

COOTBETCTBYIOIIECH CBEPTKE.
Ormetum, yto x=& x'=Epr;x'ux’,vx’'; ecTh OMHApHOE MpOU3BEACHUE TIpeOHEH u, v,

KOTOPBIM MbI TIOJIB30BAINCh, a X '=EpPx,u'Xx,v'X,. ecTh COOTBETCTByMIIee OHHAPHOE

pou3BeIeHUE CBEPTOK u', V'.

PaccmoTpum netanpHEee CBSI3b TEPHAPHOTO M OMHAPHOTO MpOM3BeACHHM TpeOHel. it aToro

poBeEM BBIYUCIICHUE TEPHAPHON orepanuu it TpEX TpedHe u, w, v

V= A gD = )2 p V)

aV=C V) Ag? = 02l A = )
A=A g= D)2 5 12,2

v

’

U IBYX CBEPTOK

a r(ll)zc I(l)x ’(11 )/\a I(IZ)ZC r(z)x '(12)/\)6' r(ll):x '(12)/\61 '(11):0542)/\61 ((lz)zag)/\

AV =0 g g 4212 0 ) R p 1) 20 7 ) g 2) 3 2 1)

ITocne npoBenenust onepauun M, wuonepauuu M, noiaydyaem

OTO B TOYHOCTH TOT JKE pe3yibTar, 4TO U TIPHU BBIYUCICHUU 6I/IHapHOI‘O MMPpU3BCACHUA C

onepauuei | Boie. [Ipumenenue onepauuu Ev tenepb 1aér
pux'wx',v=hu'x,w'x,v’
[TpumenumM & k 3T0¥ hopMyIe MOTyduM
Ex=x'=Epux'wx,v=Ehu'x,w'x,v' ,
4TO JaéT, COOTBETCTBEHHO, OMHAPHYIO U TEPHAPHYIO ONEPAllMM YMHOXKEHHs AJIs CBEPTOK, UTAK,
OuHapHas ornepauus A rpeOHel MepexouT B TEpPHApHYIO ONEpAIUIo s CBEPTOK, a TEpHApHAs
oreparus ajs TpeOHel epexoIuT B OMHAPHYIO ONEPaIUIO JUISl CBEPTOK.

Beprémcs k nyanpHOM 1O CBEPTKAM CKIIEHKE.
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Onepanuu u3 B NEePEBOAT CBEPTKY BO BHEIIHUN I'peOeHb TyaqbHOU CKIIEHKH, a rpeOeHb B
cBEPTKY. KOHCTpYKTHBHBIE OllEepaluy, COCTAaBJSAIOIIME MNPOUEAYPY BBIIOJIHEHUS CBEPTKU MAJis
OMHapHOW A W TEPHAPHOH Omepaluii p ocTaroTcs TeMu ke. Kak u B mpeapIayeM ciiydae COpTOBOM
NyaJbHOCTH, OTpEIENIUM JeHCTBUE OMHApHOW M TEepHApHOW omepauuii B B-KONHUU, KOTOpHIE
0003HaYMM COOTBETCTBEHHO V U G Yepe3 ONepauu A u p.
[TocmoTpuMm, Kyaa mepeiiner OMHapHas omepaius |, pe3yiabTaT X €€ BBIIOJHEHUS MEePEeXOIUT B

Bx. IlpumeHsieM oreparuio B KFpe6HIO

Cl’,(ll):C'(l)I/l’(l) C’ )/\I/l (1) _ u!(z)/\a ’(uz):a(ll)/\
/\a(ll)zC(l)x(l )/\a(l )=C(2)x(1 )/\x(l )=x(12)/\a(12>=a ’(Wl)/\
Aa r(l):C r(l)w r(l)/\a r(‘f)=c '(Z)W '(2)/\W ’<1)=W 1(2)/\a livz):agl)/\
/\a(zl)zC(l))c(zl)/\a<22)=C(z))c(22)/\)c(21 =x(22)/\a(22>=a '(vl)/\
(I)ZC r(l)v '(I)Aa r(VZ):C r(z)v I(Z)/\v r(1>:V 1(2).
IIpumeHsieM omepaiio B, umeeM
bfv G (I)Ab(z)—G(z)p(z)/\p(l)Zpm/\b(]j): r(ll>/\
/\bl ):G o(1) y l /\b i =G '(Z)y r(lz)/\y r(ll):y ,(12)/\b '(12)=b(ql)/\
b G /\b _G(Z)q(z)/\q(l)zq(z)/\b(z)zb1(21)/\
q
/\b' :G() /\b' Gr rz)/\yr(zl)zyr(;)/\br(;)_b(l)/\
/\b(rl) G" /\b =G A=

HOCKOHBKy orcpanuu B CKJIICMIKE U B-xomum Te XKe CaMbI€, TO BBIIIOJIHAA HUX JJI1 IIOCICIHETO

rpeOHs1 B-KONNH CKIICHKH MPUXOIUM K PE3yIbTaTy
z?x=l§7»u’x1w "x,v',y ’=ZA?>»u'xlw’x2v ', Blu "x,w'x,v'=opy',qy',r
npu Ex=y ’,f%’u’=p,/§x1=y'l ,Ew’:q,f?xz:y’zf?v '=r.
Urak, Bhu "x,w'x,v'=opy',qy’,r ,oTKyna
Opy’lqy’zr:l})\u "xw'x,v ':Exg'pg‘y’lé'qg'y'zl}'r
opy ’1qy’2rdéfé>‘é_lé_ué_mgn/ét/py'lqylzr
Takum o00pa3oM, BBIYUCIEHHE TEPHAPHOTO TMPOU3BEACHUS TpeOHEH p, ¢, 7 CBEACHO K
BBIYHCIICHUIO OMHAPHOTO MIPOU3BENICHUS X| U X».
AHaJOTUYHBIM 00pa30M TOJITydaeM
vp'yiq'y,r ’@Bpé}i}}lf}}ﬂé}l/é}/p 'Viq'yr' o,
TO €CTh BBIYMCIICHHE OMHAPHOTO MPOW3BENICHUS B B-KOMWU CKJICHKH CBEJIEHO K BBIYHCIICHUIO

TEPHAPHOTO MPOU3BEICHUS UCXOAHOUN CKIICHUKH.
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Onpedenenue

@®opmysbl, MOMTYYEHHBIE C TIOMOINBIO Habopa omeparuit B , Ha30BEM OyanbHbIMU NO
ceéépmikam X UCXOTHBIM (QopmyinaMm. Bo3Hukarouryro npu JeHCTBUU B KAaTETOPHYI0 CKIIEHKY
HA30BEM OyalbHOU NO C6EPMKAM K UCXOTHOM HAMpaBIICHHONW OMHAPHOW CKIICHKE.

Takum o0Opa3oM, KOHCTPYKTHBHAsi 4YacTh IOCTPOEHHUS AyallbHOH TO CBEPTKAM CKIICHKH
IOJTyYeHa.

Kpome BBeAEHHBIX BapHaHTOB JBOMCTBEHHOCTM [ W B MOXHO IOCTPOUTh HOBBIE

JIBOMCTBEHHOCTH, NPUMEHUB onepauuud D u B Heckoidbko pa3. Hekotopeie cBoHCTBa 3THX

HBOP'ICTBCHHOCTCI}'I pPacCcMOTPCHLI AaJI€C ITPpU BBEACHHUU JIOTUKU B A3BIK.
8. KareropHbiii NpUHUMUI ABOMCTBEHHOCTH

Jlo maHHOTO pa3zzena HM3JI0KEHHE BEJIOCh B paMKaxX OOIIECHCTEMHOW KOHCTPYKTHBHOCTH [1],
00CY)XKJAINUCh JIMILIb Pa3IMYHble KOHCTPYKTHUBHbBIE OIEpallH, C MOMOIIBI0 KOTOPBIX CTPOWIHCH
KOHCTPYKTUBHBbIE O00bekThl. TeM He MeHee, BBEIEHHbIE ONEpalUu IOHAXO0ATCS  IpH
JI0Ka3aTeNIbCTBE TEOPEM. B MCIIOIB3yeMOM S3bIKE HE BBOJMIIMCH BBICKA3bIBAHUS U, COOTBETCTBEHHO,
MOHSATHE WCTHMHHOCTH BBICKA3bIBAaHUW. 34€Ch MBI MOTPY3UM (OpMalibHBIE TOCTPOCHUS B
MIEPBOIOPAIKOBBIN A3bIK HHTYULIMOHUCTCKONW U KJIACCHUYECKOM JIOTHK, OCTaBasCh B paMKaX TEOPHH
JIOKa3aTeNNbCTB U C/IEIaB HEKOTOPbIE 3aMEUYaHUs O JIPYTUX JIOTUKAX, B KOTOPBIX Oy/AET BBINOJIHATHCS
00CyX/1aeMblii KaTerOpHbIH MPUHIUI JIBOMCTBEHHOCTH, AHAJIOTUYHBIM OOBIYHOMY HPUHIIMITY
JIBOVICTBEHHOCTH B TEOPHH KATETOPUH.

Jns omnpenenéHHocTH OyneM oONMpaThCs B TOM 4YHUCIE M B MHOTOCOPTHOM Cily4yae Ha
TEPMUHOJIOTHIO U3 [9] U QopMyIHpOBKH (aKCHOMBI, NpaBUJa BBIBOJA U TAK Jajiee) UCUUCIICHUS
npeaukaroB CPC u HPC (PC o6o3nauaer ciy4vaii, koraa umerorcsa B Buny u CPC, u HPC),
COOTBETCTBEHHO, B KJIJACCUUECKON M MHTYMIIMOHUCTCKOM JIOTHKE, BBINMCAaHHbIE B KHUTrE [9] (cM. cTp.
19-20 u nppyrue). Mb1 ucnonbzyem CPC U TOHSATHS TEOPHH MHOXKECTB, HO 0€3 00CYyXIeHUS
BO3MOXHBIX HHTepHpeTanuii (opMalbHOro sA3blka B MHOXecTBax. Jlamee, Mbl paccMOTPUM
HEKOTpbIE BONPOCHl TEOPUM KATETOPHBIX CKJICEK Ul CiIydas MHTYULMOHMCTCKOH M HEKOTOPBIX
JIPYTUX JIOTHK.

[TocTpoeHHBII SI3BIK MOXHO paccMaTpuBaTh KakK 4acTh JOIMKO-MaTeMaTH4ecKoro sizbika Q (o
A3bIKe () CM. JJIs OIIPENIeNIEHHOCTH [9]) McuuciieHus IpeAUKaToOB ¢ PAaBEHCTBOM, CBA3KAMHM, —, A, V,
D, KBaHTOpPaMH V, 3 M HEKOTOPBIMU HEJIOIMYECKMMHU akcuoMamu. [l 3TOro nepeMeHHBIE,
(yHKUIMOHANbHBIE CHMBOJBI W PaBEHCTBO, a TAaKKe 3HAK KOHBIOHKIIMH OTOXJIECTBIIEM C

COOTBECTCTBYIOIIMMHU DJICMCHTAMHU A3bIKa Q.
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LIpeonoocenue

BBenéunpie Bbime (OpMysbl MOJHBIX I'peOHEH M HMX MPOEKUUH, HCIOJB3YIOIINE CHMBOJIBI
paBEHCTBA U KOHBIOHKIINH, SIBJISIOTCS IPAaBUIBHO TOCTPOCHHBIMU (OopMyJIaMu si3bIKa (2.
LIpednoorcenue
Vol af =l =)
[TpuBeném ans mpuMepa IpocToe J0Ka3aTesbCTBO (€peBO BbIBOJA, COpTa He ykaszaHbl) B PC

9TOI'0 YTBCPKACHUA, UCIIOJIB3YS NOAXOAAININEC aKCUOMBI U JOITYCTUMBIC IIpaBUJIa BBIBOJA

ap=Xy, akzcxk

Y

Cx,=x,

CCx,=Cx, CCt=Ct(t—mepm)
ka:CXm alzcx[

akzxm #akzam

}7 akzmeak: a,

DTO MpennoKEeHUEe IMO3BOJSIET B TOJHBIX TPEOHSX OCTAaBUTh TOJNBKO PABEHCTBA MEXKIY
MPOEKIUSMU U PABEHCTBA MEXTy TIEPEMEHHBIMH (TEpMaMHu ).
He ykaspiBasi copTa, BBIIIUILIEM YCIOBUE aCCOLUATUBHOCTH Ui ONepalluu |, s OMHapHOU omep
aruu A B hopMyIie cielyeT yKka3aTh B COOTBETCTBYIOIIUX MECTax IITPUXH (CM. puc. 2)
WU s WU Xy Wy Xy Vo W3 X3 Vi3 =W U 53X W g3 WU 3 Xy Wos X3 Vs V) o3
PaccmoTpum mpocToil mpuMep CKIEHKH, MOPOKIAEMOW 3aJaHHON KaTeropuer Mpeanopsiaka.

Jnst ckielku, mopoK1aeMol MPOU3BOJBHOM KAaTErOpuel, CTpesika ¢ UMEHEM X; COIMOCTaBJISETCA

rpeOHIO0 agl):me(])/\am:C(z)x(z)/\x(l):x(-z) , HAYaJI0 CTPEJIKK CONOCTAaBJISECTCS af.” , KOHell

i i i i i

2 o
CTPEJIKH CONOCTABIACTCA  a ,( ) B CBEPTKU IOMUMO &,1-00pa30B KaTETOPHBIX €AUHUYHBIX CTPEIOK
00BEKTOB MOTYT BXOIUTh & -00pa3bl Jpyrux crpenok. Omepanus A BbIpaxaercs 4epes
KOMIIO3HLMIO B KATErOpUH x(jl)z N r(J)x(]./)W () x(zj) v ’(")=u(")ox(1")o w/ Ox(z./)ov(/) . u=Eou,

Ww=EpW', v=E15V' - CTPENIKU KaTerOpUM, BXOSIINE B ONPECICHUE CBEPTKU AJI1 TPEOHEH.
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LIpeonoorcenue

Omnepanust A sSBISETCS aCCOUMATHBHOM 1O apryMEHTaM X; M X, JIMIIb TPH JOTIOJTHUTEIBHBIX
ycnoBusax. [l ckieliku, MopoxaaeMol 3alaHHOM KaTeropuel Nnpeanopsaka, yKa3aHHble YCIOBUS
BBINKCAHbI B I0KA3aTEIbCTBE MIPEUIOKEHUS.

Jlokazamenbcmeo

Paccmotpum cxemy puc. 2. Kaxnoe e€ pedpo m3zobpaxaer rpeOeHb WM CBEPTKY (IIYHKTHP)
NPOM3BEAEHUS, [, - BHEIIHUH TIpeOeHb NPOM3BEAEHUS X; HA X,, b3 - BHEIWHHH TIpeOeHb

IMPOU3BCACHUS X, HA X3 .

Puc. 2. Cxembl 01151 08YX 803MOICHBIX NPOU3BEOCHUL MPEX epeOHell.
Cxema npeamnosnaraeT (copra He yKa3aHbl), YTO X, [TOJIy4aeTcs ABYMs CIlocoOamu
Xy T WU WU Xy W) X Vg W3 X3 Vip 3T Up g P Up 0 X OW p 0 Xp 0V O Wp 30 X530 V55
Xy WUy 53 Xy W 53 Wl p3 Xy Wy X3V 53V 03 = U 530 X1 OW ) 030U 530 X, 0 W3O X530 V530V 5y
YcnoBue ACCOLIMAaTUBHOCTU OIlICpaniuku L II0 aprymeHTaM x; MU X; HMECT, KAaK BHUIHO U3
pUBENEHHBIX (HOPMYJI, BU
Xg=RUD WU X Wy X Vs Wi 3 X3V 03 =X,=u Uy 3 Xy Wy 3 W Uy3 Xy Wiy X3 Vo3 V) o3 (10)
B kareropusx Npeanopsaka CTPEJIOK MEXIy OObEeKTaMd He 0OJiee OIHOM, IMOITOMY MOXKHO
3aKJIFOYUTh, UYTO
Wp=Wip3Up3, Wos =V % Wypse
HOCHG,I[HI/IX PaBCHCTB AJIsI aCCOMAaTUBHOCTHU ITPOU3BCACHUS B CKJICHKE HaaAo0CTaTO4YHO.
Ecnu A acconatuBHa U |1 aCCONMATUBHA MO0 apPTYMEHTaM X| ¥ X2, TO U3 IPEIBIIYIIUX PABEHCTB U
(10) cnemnyert, uto (uepe3 F 0003HAYEH OJIMHAKOBBIN (PparMeHT B (popmyiax)
Xy =Up3°Up° F(x,,x,, x3)°V12,3: Xy=u 50k (3,25, x3) 0550 Vigs-
B kareropusx mpeanopsika 3TH PaBEHCTBA BBIMONHSIOTCS, TaK KaK BBHIY €IWHCTBEHHOCTH
CTPEJIKH MEXIY O0BEKTAMU UMEEM

U3 =Up3°U 1, Vig3T Va3V 03,
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YTO COTJIACYeTCsl C ACCOLMATUBHOCTBIO MMPOU3BEACHHS (CM. IPABYIO CXEMY Ha pHC. 2).

IIpemioxenue noxka3aHo.

[Tocnennue paBeHCTBa ISl MPOU3BOJIBHBIX KATErOPHI OTpa)kalOT HaJM4YME OrpaHUYEHUN Ha
OIlEepaLuIo L.

['peOHU CKIEHKH BMECTE C BHEIIHUM M BHYTPEHHUM IpEOHAMU KOHCTPYKTHUBHO IOJYyYarOTCS
IPUMEHEHUEM OIEpalUii YMHOXKEHHUS K LIENOYKAM HEpBa CKJIEHKH, B KOTOPHIE BXOJAT JIMIIb
BHEUIHHE IPeOHU U CBEPTKHU.

Onpeodenenue

Kamezopnoit nanpaenennon OuHapHoul CKIeUKoU Ha3bIBACTCS MHOXKECTBO BCEX IOJHBIX
rpebHel, KOTOphIe MOXKHO HOJIYYHUTh M3 0a30BBIX TpeOHEH ¢ MOMOIIBIO onepanuii CBEPTKU MpHU

HaJIMYUHN HEJIOTHYCCKHUX aKCHOM

(1)det (2k+1)
C x _E1,2k+1C E2k+1,1x

1%m

(1) 1_ (1)
(la) vxm Ciijm _ijm ’

VX("?)(E&ﬁEﬁQX(”(IX):xg)) s
i, j=1,2,k=0,123,q=1234,0,B=1,..,8,m=1,23, ..

1)def

(U)C X( )= E C(Zk)E x(l)
2%m 1,2¢q 24,1

m m ’

(manee HUKHUE UHACKCHI Y IEPEMEHHBIX X, V..., W, V OMYILIEHBI)

vx(l)vy(l)vw r(l)vu o(1) VAL /(1) vx(Z)vy(2) YV w r(2)vu r(z)vv (2)
BT N L BT S C N B P T
(20) ATV 1 A 00 0520, 40 ) ) ) ()
=C ¢(2)u ,(Z)ZC(I)X(I)/\C,(I)W f(l):C(2)x(2)/\
)

AC '(2)W r(2)=c(1)y(1)/\c r(l)v r(l)zc(z) y(Z )

3 A0 g Dy g 2y 2 24,2y 2y )
3 2 121 302 2 (D 20 0 20 0 00 f2)
2a) 2032 (pW V) 1 D2 00 012120 20 20 2 20 (2))
= A A1) o D o A2) )

/\C(z)WQ):C I(l)y r(l)/\ C(I)V(I)ZC r(z)y r(2))

vx(l)vy(l)vw r(l)vu /(l)vv /(1)vx(2)vy(2)vw /(Z)Vu r(z)vv '(2)VZ(1)VZ(2)
G0 RO INC Y G S C PSP TN N
/\(K(I)M r(l)x(l)w /(l)y(l)v (1) _ Z(l)/\K(z)u 1(2)x w'?y

D(C’(l)u '(I)ZC“)Z(I)/\C '(Z)V ¢(2):C(2)Z(2))

S
s
S

<
S

|
NA
D
S—

U

YV x r(l)vy I(l)vw(l)vu(l)vv(l)vx I(Z)Vy ’(Z)VW(Z)VZ/[(Z)VV(Z)VZ(I)VZ(Z)

Ga) w' W=y r(2)/\y ,(1):y 2 A W= A V=D Ay =2 A D= 2 A

/\(p(1>u(l)x l(l)w(l)y r(l)v(l):Z(l)/\p(Z)u(Z)x '(Z)W(Z)y ;(Z)V(Z):Z(Z))D

D(C(l )y W=, A c® 2= Z(Z))
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‘v’xm‘v’y(l)Vmeu(l)‘v’v(l)Vx(z)Vym‘v’w( Vu ‘v’v2
er(l)vyf(l)vw/(I)Vu/(l)v‘}'(l)vxr@)vy12 VW vu )VV

L NN N T S C NP S PRI N
(4a) p mA(fY ’mmy(1’(>2)A<IV>V“)TI)W(<21))A”<“>) <1)( )/<\1Y( ()1) v
/\kuxwyv'zpux'wy'v/\
/\M x(z)w ) y<z>v 21 o) u(z) NEMCIFCNEN
(1):§3lx _231)" /\W _331 '(1)2231”“)/\V’m:%mv(l)
:§31x(2 :Emy Aw'! 2231 ’(2)2531”(2)/\"’(2)2531"(2)

ACCOIMATUBHOCTD JUISl CKJIEEK MMEET CMBICI JUIsl omepauuil A ¢ pa3HbIMM napamerpamu. s
accouyuamueHoll KaTerOpHOW HAaNpaBJIEHHONW OWHAPHOW CKJICHKH MMEET MECTO OTOJHUTEIbHAs
aKcuoma

Vx(ll)V x(zl)V xgl)inl)Vx(sl)Vxél)Vx(;)vx(lz)Vx(zz)ngz)fo)Vx(sz)Vx((,z)Vx(f)
Vu'gl)Vu’(Sl)Vu’(;)Vu'g”Vu'f)Vu’gz)Vu'gz)Vu’(z)
‘v’w Vw Vw ‘v’w Vw Vw Vw Iyt 7
vv4vv5vv6vv7vv4vv5vv6v y 2

g])—x(lz)/\x(zl)zx(;)/\xg]):x(;)/\xil)zxf)/\ x(sl)zx(;)/\x(ﬁ]):x(62)/\x(71)—x(72)/\

(5a) /\u'gl)—u E‘)/\v i)—v E‘)/\w (4)—w 2 au g)—u’g)/\v (S)—V AW g)—w’gz)/\

(2
5

(M s@) o) A2) (1) ( ) a g, (D n(2) (D) (2) (1) 12)
)7 A

X

Au's =u /\vé—v6/\w6—w Au'S'=u" Ay =y AW =w
/\xa)—k u (4 xl)w g)x(z) ()/\ i>—X(2)u (4)x(1 )w(4 x(z)v i)/\
/\x(sl)zk lu (5 X5 S (S)xg) ) /\x5 =\" u'(s2 x(zz)w (5>x(3)v (52)/\
/\x(él):X( u (6 xl)w (61)x(51) <6)/\)66 =22y '(62)x(12)w’(62>x22)v’(62)/\
/\xg):?»( u (7 X, Wiy g)x(z)v ’(71)/\x(72>=)»(2)u '(72)x(12)w’(72>x(22)v’(72):>

(n_ (1), (2)_ (2

DX =X; NXg =X, .
He yxaspiBas coptoB, (5a) MOXXHO 3amucaTh 4epe3 omnepanuio A (KBaHTOPHI BCEOOITHOCTH

MOIPa3yMEeBaIOTCS)
! ’ ’ ’ ! | ! ! ! ! ! !
hu'hu'xow' x,v i, whxvi,=hu'cxowchu'sx,w'sx;vIiiv /.

[Ipumensia  onepanuro R« (la-5a) wmbBI TONMy4aeM HEOOXOIUMBIE aAKCHOMBI IS
00BEIMHEHHOI'0 UCXOMHOTO SA3bIKA C €T0 R-KOIIHUEN.

B [6], roe 3agan a3bik nepBoro nopsjaka B pamkax CPC s Teopuun KaTeropuii, moj Kareropuen
MOHUMAETCSl TEOPETUKO-MHOKECTBEHHAsI MOJIEIIb SI3bIKA, B TO BpeMs KakK (pOpMalbHBIN SI3bIK 3a1aET
MOHATHE Aa0CTPAaKTHOM KaTeropwH, aHaJOTHYHO B [5] HWCMONB3yeTcs TEPMHUH METaKaTerOpuH,

BMECTC C TCpMHUHAMH CTpPCJIKA, KOMIIO3WIHA, CIWHHIA WM TaK Oajicc. Mg He paccMmaTpruBacMm
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MoJieJiell, BBOJMMBIE TOHATHS OTHOCATCA K (opmanpHOW Teopuu, Kak W B [5-6] g cimyuas
a0CTPaKTHBIX KaTETOPHA U METAKaTETOPHil.

Teopema

Kareropust siBnsieTcss 4aCTHBIM ClTydaeM HAlpaBJICHHON OMHApHOW KaTerOpHOW CKIICHKH.

Jist  HECNOXKHOTO JO0Ka3aTenbCTBA (KOTOpPOE MBI HE NPHUBOJUM H3-32 TPOMO3ACKOCTH)
JIOCTAaTOYHO B aCCOLIMATHBHOM CKJIEHKe BHIOpATh MOJXOMAAIINE YACTHBIC CIIydau CBEPTOK, CUMTAThH
MPOCKIIMU EAUHUYHBIMA CTpPEJIKaMM, a TakKe YKa3aThb II€PEBOJ] MHOTOCOPTHOTO s3bIKa B
OJIHOCOPTHBIH S3bIK TEOPUH KaTeropuid (Hampumep, u3 [6]).

B camoii kaTeropuu yepe3 0ObIYHOE YMHOKEHUE CTPETIOK MOXKHO, IEPEHOCS OTACIbHBIE CTPEIIKH
B CBEPTKH, MMOTY4aTh Psijl MPUMEPOB OMHAPHBIX HAMPABICHHBIX CKIICEK, TOPOKIAEMBIX KATETOPHUEH.

[TpuHIIMTT TBOWCTBEHHOCTH KACAETCs IBOMCTBEHHBIX IMOHATUNA B KAaTETOPHSIX. AHAJIOTHYHBIC
MIOHATHUS UMEIOTCS B KATETOPHBIX CKJIEHKaX. DYHKTOpP ABOMCTBEHHOCTH MEHSET MECTAMHU BXOJbI U
BBIXO/Ibl, @ TAK)KE MECTA BXOXK/ICHHUM B ONEpaLi0 CBEPTKU COMHOKUTENEH.

OnpenenuM HavalbHbIE M KOHEYHBIE OOBEKTHI B CKIICHKAX, JAIOMIME MPOCTOH, HO BaXKHBIN
MpUMEP JBOMCTBEHHBIX TMOHATHH, KOTOPHIM MBI, 33a0JHO, TPOWUIIOCTPUPYEM COPTOBYIO
JIBOMCTBEHHOCTb.

Onpeodenenue

Onpenenum 00vexm CKICHKN Kak rpeOeHb C TONMOTHUTEIBHBIM YCIIOBUEM

aV=cW WA =@ @A 0=
Hauanom rpebus aV=C"Vx¥""Aa?=c?x?  nasbiBacTcs 06BEKT
OL(l):C(l)x(l)/\OL(Z):C(2)}\(2)/\0((1): AWA V= a(l>/\c(1)x(1): a(l) :

KOHYWOM 3TOTO TPeOHS HA3bIBACTCSI OOBEKT

ﬁ(l):C(l)OU)/\B(z):C(z)o(z)/\ﬁ(z)zo(l)/\ﬁ(l):a(Z)/\C(z)x(z):a(Z)

B cuity ciemyromero npocToro npeaioskeHust rpaduaeckoe BeIpaXKeHHE sl 00bEeKTa IMEET BHT

CaV=4q"..
(xV=) gV =a®(=x?) ‘ :
cl ) WIH B COKpAILlEHUU
w =52 D=y
IIpeonooicenue

aV= VAP =@ x @A xV= 1@ (0,0 |_a(1):a(2>
JlelicTBUTENTbHO, MMEEM CJeIyIOmuil BBIBOJ (IIEPEMEHHBIC IMEPEXO0J0B MEXKIY COpPTaMU He

yKa3aHbl) JUIsl IPEATI0KEHUS,
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V= A 2 (D2 ) ()
OMC
C(Z)a(l)zc(Z)x(z)

C( 1) x(l):C(2)x(2)
C(l)x<1):C(2)x(2)
YTO JTIOKA3bIBACT MPEIIIOKCHHUE.
Onpeodenenue
Hauansnoii o6vexr o mis cxreex o '=Cu"Aa?=Cc?u? AaV=y" OnpeaeIsieTcs
YCIIOBUEM
Va?31x31 5 (aV=cV 5 A g P =) 52
Koneunwvuii 0o0BbexT [ I CKIIEEK [3(1)2C(l)v(l)/\B(z)zC(z)v(z)/\ﬁmzv(l) onpezensercs
YCIOBUEM

Y a(l)a / x(l)a / x(z)(a(1)=C(l)x(l)/\[3(2) :C(z)x(2>)

Omnpenenenne 3aKOHYEHO.

B omnpenenenun He Qurypupyror onepauMud yYMHOXKEHMsS TIpeOHEeH, OHO HMEeT CMBbICI
HE3aBUCUMO OT OIEPALIMA.

Kak u B Teopuu kaTeropuii 01MH 0ObEKT MOXKET UMETh HECKOJIBKO OJJHOBPEMEHHO UCXOISIINX U
BXOJSIIMX B ATOT 00bEKT rpeOHell. UHTYUTHBHO OYEBHIHO, YTO HAYAJbHBIH U KOHEUHBIH OOBEKTHI
UMEIOT BCEro OAMH Takod rpedeHb. CTporo roBops, 3TO yTBEpXKICHHE TpedyeT (hopManbHOro
JI0Ka3aTeNnbCTBa, KOTOpOoe OYyJeT JaBaTh Takke 000CHOBAaHHUE COTJIACOBAHHOCTH OIPENCIICHUM ATUX
00BEKTOB.

LIpeonoorcenue

Va(Z)E' /X(l)3/X(Z)(a(I)ZC(I)X(I)/\a(Z):C(Z)X(Z))‘_
|-Elx(1)Elx(z)(x(1)=id(1)/\x(2)=id(2))

Jloka3aTenbCcTBO MaéTCs CIIEIYIOIIUM BBIBOIOM (4Uepe3 id 0003HaueH 0OBEKT o).
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va(z)a./x(l)a./x(z)(a(l)zc(l)x(l)/\a(2)=C(2)x(2))D
DE'./x(l)a./X(ZJ(O((I)ZC(‘I)X(I)/\0.(2)2 C(z)x(2))

def

3x03x0 (o= ¥V Ao = XA Y y Y P 20y 22 (( V= AP = 32
A= Z0A = 72)5 0= 7 21— ;2

(afl): C(l)E(I)AQ(Z):CQ)%Q))/\Vy(l)vy(z)vz(l)vz(2)(( a(l): C(l)y(l)Aa(z):C(2)y(2))/\

A= 2 A P =R 7)o 1= S 22

(a(l): C(l)E(I)AG(Z):C(Z)E(Z))/\((a(l):C(l)g(I)Aa(Z):C(Z)g(Z))A
/\(O((I)Z C(l)l—d(l)/\a(Z):C(z)id(z))DE(I):id(l)/\E(z):idQ))

Yro u TpeboBanocs.
Beeném nonsarue uzomoppusma 0ObEKTOB CKIIEEK.
Onpeodenenue
I'pebenb x, UMEOIMNA o HAYaJI0
d V=" YA D=1 A gV=20UA V=g Act x V=4V
U 3 KoHeI

EH:CMOMAHM:CWOWABWZOMAQU:aﬂAmew:aﬁ,
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HA3BIBACTCSI 0Opamumblm, €CIM CyIIecTBYeT rpebenb y u - w ' ,u v, w ,u ,v",i=1,2

AJId orniepaliliyi YMHOXKXCHUA, TAKUEC, YTO

LLl
N
S

Hy(l)ay(z)az(l)az(z)ag 1

11, 0 1), (20,02 (2 (2) () 2 ()

(l)y(l)w UM

(" x

ATy Tw T u Ty
A= 25 o) 12 @) o2 2T ()5 (@)
A DD D D50 500 5 (23,2 1 12) 521521520 502
AZ=3AcZPA 0I5 g1 AR =gy

2)

5; >\7 W

I
y '2?4 g
</ ,*
Wour— 7,

z

Onpeodenenue

JlBa oObekTa o M [3 HA3BIBAIOTCA U3OMOP@HBIMU, €CTU CYIIECTBYET OOpaTUMBIA TrpeOeHb,
UCXOSINN U3 o (Ha4aao rpeOHs) v BXoAsmui B 3 (KoHeI rpeOHs).

B otnuume ot Teopum kaTeropuii HadalbHBIC (KOHEYHBIC) TPeOHM HE BCETnia M30MOPGHBI APYT

Apyry.
Teopema

JIBa HavaBHBIX OOBEKTA QL | [3

Z((1);>((2) - ﬁm:ﬁ(z’)”
A=y @) L o=

n30MOphHBI TOTJAa W TOJIBKO TOTJA, KOT/Aa COCAMHSIIONIME WX €IWHCTBEHHBIE TpeOHH,
COOTBETCTBEHHO, X M ) JOIMYCKAIOT MpsIMOE U 00paTHOE MPOU3BEICHHE, UCXOIIee U BXOIIIEe,
COOTBETCTBEHHO, B L U 3.

Jlokazamenbcmeo

Bocnonb3yemcst Toka3aHHBIM yTBEP)KJIECHHUEM O COBITAJICHUW TPeOHsS M3 HAYaJIbHOTO OOBEKTA B
TOT K€ OOBEKT C ITUM OOBEKTOM.

VYcioBue TeopeMbl BeIpaXkaeTcs clieaytomiel (opMyioi, ¢ KOTOpoil HayaT BBIBOA
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353 x237yM37 913,933 3,30 3P 3P 30
3327334 33 39357 357
(=W ABD = ) A (B = A G2 ) 52 Aol = D AR =B A
A= 13105000 A ) (D 107 21 @) ) J101, 20,00 3 o0 ol2) 0) o
( ( \~/(1)/\[3(2):C(I)E(])/\E(z)ZM(Z)y(z)X(Z)W(Z)a(z)\N/(Z)/\B“):C(Z)E(Z))

COO =0 A=A 22 = o) A CF = ABI=pIA CPF=p

[Tocnennsis popmyna 3agaét 0OpaTUMBIN TpeOCHD, HEOOXOIUMBIH [Tt ©30MOP(H3Ma HaYATBHBIX
o0wekToB. Teopema gokaszaHa.

Mpl pazoOpanu ps NPUMEPOB TEOPUU CKJIEEK, OHH WUIIOCTPUPYIOT OOIIHE TEOPEMBI,
Kacarolrecs: NpUHIMIA ABOMCTBEHHOCTH, K KOTOPOMY MbI IEPEXOAUM.

CranmaptHas cceuika (cM., Hapumep, [5] u [10]) mpu oOCyKaeHUH MPUHITUTIA JBOMCTBEHHOCTH
B KaTETOPHIX, KaK Ha €ro CTPOroe JI0Ka3aTeNbCTBO - 3TO kHura [6]. OmgHako, B [6] mpoBeneHO
JI0KA3aTeJIbCTBO MPHUHIIMIA JBOMCTBEHHOCTH, OIMUPAIOIIEEcs Ha paccMOTpeHue Mojaeneil. Mol
npoBeaEM J0Ka3aTeNbCTBO NPUHIMIA JIBOMCTBEHHOCTH 0€3 HCIONb30BaHUs HWHTEPIpPETaLni,
OCHOBBIBASICh HAa BBEJIEHHOM IOHSATUHU OIEPALAil JBOMCTBEHHOCTH IO copTaM D U 1O CBEPTKaM B.

Pacmpum Habop onepauuit D (v Habop omepanuit B ) IepeBo/ia MPOU3BOJIBHBIX (OPMYIT
A, B copToB So B (GOpMYIBI COPTOB S; (a TaKxke D u B g A%, B*) nomonHUTEIHHBIMU
onepanusIMu

D:ASB—DAXDB, D:=A—-DA
D :A*SB* D A*SD B* D :i=A*—>-D A%

A A

JInst KBaHTOPOB TaKkXe BBOJUM CBoMctBa D u  D°

, 2 JIF00ast U3 CBS30K.

ﬁ:QEFﬂQDElA)F,15':Q§F—>QD'§15'F, QO - 3Ha4oK M000ro M3 KBaHTOpOB. Te ke
OpMyJIbI IpHHIMaEM 1 Ui Ha0opoB B w B ,atakke i R u R

[ToguepkHeMm, 4TO B ompezaeneHne R-Konuu (OpPMaIbHOTO SI3bIKA CKJICEK BXOAMT HA0Op TEX XKe

aKCHOM, TOJIbKO B R-0003HaueHusXx. OTMETHM, 4YTO IyaJIbHOCTHM IO COpTaM U IO CBEPTKaM

paccMaTpUBAIOTCS OTIENIBHO, MMOATOMY MOXHO HCIOJIB30BaTh OJHY U TYXe R-KOMHUIO B 000MX

CIIydasx.
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Ecnu ckneiiku S u S' IBISIFOTCSI KOUSIMA JPYT ApyTa, To Oyaem mucathb S =~ S'.

MO3KHO pacHIMPUTh OMpEIeSIeHNEe JyalbHbBIX 110 COPTaM U 0 CBEPTKaM (popmyi.

Onpeodenenue

[Tycte 3amana ¢opmyna F HCXOAHOTO S3blKa C COPTaMHM Sp, PACLIMPEHHOrO BBIIIE [0
dbopManbHON aKCHOMATHYECKOW Teopuu mepBoro mopsaka (cMm. [9] crp. 32), torma dopmyna

DF (COOTBETCTBEHHO, BF ) Ha3bIBaeTCs OyaibHOU no copmam (no ceépmkam) nis
dopmynbl F. Ilpumensiss k 3Toil Gopmyrie omnepanuio R bl noJay4uM (GOopMysy HCXOJHOTO
SI3bIKA, KOTOPYIO Oy/IeM TaK)Ke€ Ha3bIBaTh OYAIbHOU no copmam (no ceépmkam) GopMyIion.

LIpeonoorcenue

[Tycts dopmyna ucxoaHoro si3bika B BeiBeneHa U3 Gopmyn 4 u 4 D B no npaBuiy modus
ponens, Torjna ¢popmyia DB BBIBOIUTCS 10 3TOMY HpaBUITy U3 POpMyI DA u b(ADB)
[lycte Tenmepp Qopmyna VEA  momydena u3 ¢dopmynsl 4 ¢ nomompio mpaBwia Gen
KJlaccuueckoi soruku. Torna popmyna ﬁ(VEA) BBIBOJIUTCS U3 (POPMYIIBI DA 1o TOMY XK€
IIPaBUITY.

Lokazamenvcmeo (U (HOpMYIHPOBKM OJMHAKOBBI JJIsi OOOMX JyaJIbHOCTEH, MBI MPOBOJIUM
JI0Ka3aTeNbCTBO JUISl TyalbHOCTH IO COPTaM)

(a) ®opmyna b(ADB) IIEPEBOJUTCS COITIACHO CBOMCTBAM D B bopmyy DASDB ,a
dopmyna B(VEA) MIEPEBOJUTCSI COIJIACHO CBOWCTBaM D B bopmymy VDEf)A . B
pacIIMpPeHHOM S3bIKE HCIIOJb3YIOTCS MpaBUila BBIBOJA KJIACCHUYECKOH JIOTUKH, B TOM 4YHCIE, JUIS
dbopmyn ¢ copramu s;. [Ipumenss mpaBuno modus ponens K DA u DASDB BoBOmMM
bopmyy DB . [Tpumenss mnpaBmio Gen k DA , BhBOIM bopmyy VDEf)A . O0a
npaBuia BBIBOAA (M TONBKO OHU) UMEIOTCS M B MHTYHIIMOHUCTKOM JIOTHKE, ISl CIIydas KOTOPOWM
paccyXIeHus TaKke NpoXoasT. Jloka3aTeabCTBO 3aBEPILIECHO.

LIpeonoorcenue

Ecnu F akcuoma, To ayanbpHas eil popmyna DF (COOTBETCTBEHHO, BF ) TaKKe sBISAETCA
aKCUOMOM (hopManbHONH aKCHMOMAaTUYECKOH TEOpHH C OOBEIUHEHHBIM SI3BIKOM CKIEEK U ero R-
KOTIHH.

Jlokazamenvcmeo

Jlis nokaszarenbCTBa YTBEPXKACHUS MPEUIOKEHHUS] OTHOCUTEIBHO MEPBOM aKCHMOMBI OTMEYaeM

MOCIIEI0BATENBHO clieayrotee (i, j HedETHhIE 1elbie U3 Habopa oT 1 1o 8)
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cicjx£1)=cjx&‘>,-alic“‘?a,la] ‘alx;’—al, Ve
(Elzc(l)ailgljc( E lxk )— (E-’lj E]l (kl))f
(2)

J+1) .
Ni+1,2Vk >

MNait1 GIH Ni+1,2M2+1 GUH N1, 2)’& )_T]zj+1G
) _ (1) 2) 1
G( =n,,G 1f]lz’G(j+1—nzj+1G(1Jr )(n)j+1,2’ o |
1 1 1
:7]21Gj+17]12n21y( ,

(2) ~2) _(2)_~(2) _(2) (1) (1)
GGy —Gj+1yk:n21G1+1n12n21G1+1n12n21y

i+1Y 41 Vi e
)
G,+1G/+1 G/+1y .

AHaOTHYHBIC BBIKIAIKH JAIOT TOT K€ PE3yJIbTAT IS BTOPOW YacTH MEPBOW aKCHOMBI. J[is
CBEPTOUYHOM TyaIbHOCTH UMeeM TipH i, j =1,2,5,6
Ciij(kl):Cj-x(kl);EliC(i)EilEljC(j)Ejlx(kl)zaljc(j)gjlx(kl);
B(Elic(l)gilgljc(j)gjlx(kl))=B(Eljc(j)gjlxl(c]));
B, B BC" B BE, B BE, ;B BC” B BE, x!'=B (’éud”aﬂxi‘));

(i+2) (j+2) (1) .
MG MNis23MNs 412G " n]+23J’k = (Eu Ejlxk ),
GGy =Gy . G,G,=G,.

AHAJIOTUYHBIM 00pa3oM MOXHO TOJYYUTh TpeOyeMble paBeHCTBA JJIsl MEPBOM aKCHOMBI TI0

OCTAJIbHBIM WHJIEKCAaM, TIOMUMO 3.
Mpl nomyduunu To, 4yTo TpeOyeTcs B MPEIOKEHUM JJs HEUETHBIX 4HCeN i, j. AHalOTUYHbIE

BBIKJIAAKU OAKOT TOT KC pE3yJIbTaT AJIA nepBoﬁ AKCHOMBI

J1s1 BTOpO¥ akCHOMBI
Vx(ll) Vx(zl)‘v’w My g Wy )y x(lz)Vx(zz)Vw 20 gy 12y 12
xm:x(z)/\y(l):y(z)/\w (1, 02 )/\u (1) _ u 12) oo, A2) 0
/\ngl)ax(;)(%,( )u ( )x(ll)w r(l)x<21)v (1 ) /\7» (1 )w r(2>x(22)v ,(2):x(32))5
=c'"y, )_C(l)x1 AC Dy ):C( )x(12)/\
AC ’(z)w'(2)=C(l)x(21)/\C A1, l(l):C(z)x(zz),
HMMeEEeM I0CIe TIEPex0/1a K IyalbHOMY CITy4ato
Vy(lz)Vy(zz)Vq f(2>vp 2y 'Z)Vy(ll)Vy(zl)Vq r(l)vp (g (1)
y(lz)Zy(]l)/\y(zz)=y<21)/\q ,(Z)Zq ’(I)Ap ,(2):19 1) A @) o
/\Elygz)fly(;)(@(z) Z)y(ZZ)q (2) y(2)p f(2):y(32)/\6(1)r y(l)y(zl)q r(l)y(ll)p ’(1):y(31))5
=G ,(1)p (G2 y(lz)/\G’(z)q f(2>:G<1)y(ll I
AG '(1)(] 1 _ G2 y(zz)/\G 12), r(2):G(1)y(21)_

910 BBIPAXCHUEC, IIEPECIIMCAHHOC S3KBUBAJICHTHBIM O6p2130M C HepeO6O3HaLIeHI/I5[MI/I NEPEMEHHBIX

Y1 Ha ¥, 1 HA000pOT, p Ha ¥ U HA0OOPOT
Vygl)vy(zl)vq ¢(1)vp r(l)vrr(l)vy(IZ)vy(zz)vq r(2)vp /(2)v (2)
y<11>_y<lz>/\y(21>_y<z> gW=g " p,m p,<z> )il
(2N —
(1) (1) 1) _ y /\6 p )y()q )y() ():y32)):

AT yV3yP 0" p )y q y r

NG '(2)q '<2)=G<”y(2”/\G ) m:G(z) y(f)
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€CTb 2-51 akCMOMa B R-KOIuu CKIENUKH.
[Ipu cBEPTOUHON AyanbHOCTH 2-51 AaKCHOMA MTEPEXOIUT B BEIPAKECHHE
vy(ll)vy(zl)vq r(l)vp /(l)vr /(1)Vy(12)vy(22)vq 1(2)vp r(z)vr i(2)
¥ '(11):)/ ’(12)/\)/ '(21)=y ’(zz)Aq(l)zq(z)/\p(l)zp(z)/\r(l)zr(z)/\
,(1 2 A (D) 1) (1), (1 (1 (2) (2 2
Ely(3>3yg)(p()p()y(l)q()yg)rH:yg)/\p()p() ) (2)

yPd?y =y
EG(Z)p(Z):G /(Uy !(11)/\G(1)q(1):G r(z)y ’(22)/\
/\G(z)qm:G'(l)y '(21)/\G(])7‘(1)=G r(z)y r(22).

) (2) )

Ota popmyna ¢ yueToM HeciaoxkHoro BeiBoja (F He cogepxxur  y '(31 BT
3y 3y e FI-3) 3570 F

NpUBOAUTCS K akcuome (2') B R-komuu ckieiku.

ITpoBepka ocTaabHBIX AKCMOM TaKKe€ HECIIOKHAsA, MbI €€ onycTuiu. [Ipeayioxkenne qokasaHo.

Teopema (MpUHIUI AyaJIbHOCTH)

ITycts popmyna 4 MCXOTHOTO sI3bIKa OMHAPHBIX CKJIEEK BBIBOJMMA, TOTJA TyaibHas IO cOpTaM
dbopmyna DA (COOTBETCTBEHHO, JTyallbHAs TIO CBEPTKAM (GopMyJia BF ) Take BBIBOJIMMA.

Hokazamenvcmeo (U (HOpMYIHPOBKM OJMHAKOBBI JJIs1 OOOMX JyaJIbHOCTEH, MBI MPOBOJIUM
JI0Ka3aTeNbCTBO JUISl JyaJlbHOCTH IO COPTaM)

ITo ycrnoButo Teopemsl 3agaHa Gpopmyna A UCXOTHOTO sI3bIKa U €€ BBIBOJ M3 aKCHOM MCXOHOTO
s3p1ka. Cama opmyna sSBIIsIETCS TIOCIEHEN B epeBe BHIBOAA, MTyCTh OHA MOJYyYeHA Ha Imare 7 -
MOCJIEIHEM IIare BbIBOJA, HA KOTOPOM HCIOJIB3BaHbI TMOO MPaBUJIO BbIBOJA modus ponens, 1nb0
npaBuio Gen. Ecnu mpuMeHsutocs nipaBuiio modus ponens, To UMer0Tcs ABe ¢hopmyisl B 1 BDA,
Ha OCHOBAaHMM KOTOpPbIX mHoiydeHa ¢opmyna A. Torma ayansHas 1is 4 dopmyna DA Ha
OCHOBAaHMM IME€PBOrO0 M3 JOKA3aHHBIX BbIINIE MPEUVIOKEHUA BBIBOAUTCS M3  (PopMyin

DB,DB>DA 1o npaBuily modus ponens. YKa3aHHBIN ciyuail mpumeHeHus npaswia Gen gaer
TOT K€ PE3yJIbTaT BBIBOJAUMOCTH (POPMYIIBI DA w3 dbopmynbl ayanpHOW TOM Qopmyne u3
KOTOpOH BbIBE/IEHA B ATOM ciyyae (opmyna 4. Tenepb Mbl paccMOTpuM (pOpMyIbl, U3 KOTOPBIX
BbIBeJIeHa (popMyiia A, UX BBIBOJI COAEPKUT MEHEE, UeM n aroB. [10BTOpPss IPOBEACHHBIN LIar Mbl
10 33JaHHOMY BbIBOJY (hopMyibl A OyaeM MPUXOJUTh K aKCMOMaM M CXOIHOTO s3blKa, HO IO
BTOPOMY U3 JOKa3aHHBIX BBIILIE ABYX MOCIEIHUX MPEUIOKEHUN MBI B JINCTBAX JIEpeBa U3 AyaJIbHbIX

dbopmyn nosyyaeM akcuombl. Takum oOpa3om, BbIBOJ (hopMyIibl 4 NEPEBOJUTCS B BBIBOJ 1yaJIbHOM

bopMyITBI DA . Teopema nokazana.
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Cneocmeue
Ecnu BeiBomuMa (opmyina 4 B UCXOAHOM SI3bIKE, TO €i AyanbHas (GopMmylia B TOM K€ S3bIKE
RDA (COOTBETCTBEHHO, RB A ) TaKke BBIBOJAMMA, €€ BBIBOJ SIBISIETCS BBHIBOJIOM JIyallbHOM
bopMyITBI DA (COOTBETCTBEHHO, BA ), IEpeBEIEHHBIM B UCXO/HBIN SI3BIK Olepanuen R.
Teopema 00 ycioBusix m3oMop(hu3Ma Ha4aIbHBIX OOBEKTOB MMEET Ty K& (DOPMYITHPOBKY IS

KOHEYHBIX OOBEKTOB B OWHApPHOM CKJIEHKE, J0Ka3aTeIhCTBO €€ €CTh CIEICTBHE TEOPEMBI O

MMpUHOUIIC OYAJIbHOCTHU. TeMm He MCHCC, YTOOBI MOJIYYHUTDb SIBHOC JOKa3aTCIIbLCTBO MOKHO onepauneﬁ

A

D noctpouTh M3 NPUBENEHHOTO BHIIIE BHIBOA JOKA3aTEILCTBO JyalbHOM (POPMYIIBI M IIOTOM C

A

MIOMOLIBIO ONlepaliii R BBINKMCATh HCKOMOE JJOKA3aTEJIbCTBO B MICXOIHOM SI3BIKE.

BriOupas ouepenHoe nepeMMeHOBaHHE OYKB f3bIKa, TO €CTh MOJAXOMASAILIYIO ONEpalnuio R, MBI
MOKEM MHOTI'OKPAaTHO NEPEXOIUTh K JAyaldbHbIM CKielkam. OHaKo, Mbl MOJIYYHMM OTPaHUYEHHOE
YUCIIO AYaJIbHOCTEH.

Teopema

[ToBTOpHOE NMpUMeHeHue onepatmii D u B 1aét konuio ucxoaHoi ckieiiku S (DDS=S, BBS~S),
npumMeHeHue D ¥ oToM B TaéT KONHUIO CKIIEHKH, ITOJIy4YeHHOW IPUMEHEHUEM K NCXOIHOM CKIIEHKE
cHavana B u notom D (BDS=DBS), npumenenue D unu B k ckieiike, MOJIy4eHHON MpUMEHEHUEM
D u B, naet xonuto ucxoaHou ckieriku (DBDS~S, BDBS~S).

Takum 00pa3oM, UMeETCs BCEro TPU Pa3IMYHbIX AyanbHocTH, D, B, BD otmerum, uto BD-
JyalbHOCTh Halllsla MPUMEHEHHE JUIS TOCTPOCHUS COIPSDKEHHOTro rpada HeHpoceTH B IMOAXOJe
C.OcoBCKOTO B TEOPHH UCKYCCTBEHHBIX HEMPOHHBIX ceTeil [§].

PaccMmoTpeHHbIe HauanbHbIE MOHATHS U CBOMCTBAa OMHAPHBIX CKIIEEK OCTAIOTCS MPUEMIIEMBIMU U
CIPABEJIMBBIMU TIPU 3aMEHE KJIACCUYECKOW JIOTMKM HAa HHTYMIIMOHUCTCKYIO, YTO HETPYIHO
IIPOBEPUTH, MCIIOJIBb3YsSd OOCYXKAABIIMKCA W LIUTUPOBAHHBIM BBINIE BapHaHT HHTYMIIMOHUCTCKOU
dbopManbHOM aKCHOMAaTHYECKOM CcHUCTeMbl [9], B KOTOPYI BIMCBHIBAIOTCS KOHCTPYKTHUBHBIE
Olepaluy U aKCMOMbl OMHApHBIX HAINPABJIEHHBIX CKIeeK. MHTyMunoHMCTCKas JOrvka obianaer
BOXHEUIIMMU aTprOyTaMU KOHCTPYKTHUBHOCTH (JI0Ka3aHHBIMH, B YACTHOCTH, B [9]) UMeHHO,

- CBOWCTBOM JM3BIOHKTUBHOCTH, TO €CTh M3 TOTO, YTO BEIBOAUMO GV , (TO ecTh [-Q V1) ),
CJICYET, YTO BBIBOAUMO Wi ¢ , w1 (Toectb |-¢ wmmm |-y );

¥ CBOWCTBOM DK3HMCTEHCHOHANBLHOCTH, ecimd |-dxy(x) , To HaiimeTcs TepM ¢ Takoi, 4To

- (2)

CBolicTBa TU3BIOHKTUBHOCTH U DK3UCTEHIMAIBHOCTH JIEKAaT B OCHOBE KOHCTPYKTUBHOM JIOTUKH

A.A. MapkoBa, B paMKax KOTOPOH pe3yJIbTaThl sl (GOPMATBLHON TEOpUU OMHAPHBIX CKIIEEK Taxe

MIPOXOJIAT, HO 3TOT BOIIPOC TPeOYET OT/IEIHHOIO U3JI0KEHUSI.
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9. 3akja0ueHue

Mpbl Hayamu cTaThio ¢ OOCY)XKIEHHSI CUCTEMHBIX BOIPOCOB, K KOTOPHIM YacCTUYHO BEpHEMCS B
3aKkitoueHuu. B pa3BuBaemMoil aBTOpOM KaTErOpHOMl TEOpUM CUCTEM SIBHO BBLACISAETCS
KOHCTPYKTHBHAsl 4acTb TEOPUU HCCIENYEeMOro OOBEKTa. DTO MO3BOJIIET HAMETUTh BAXHYIO IS
IIOMBITOK TIOCTPOEHUS] HCKYCCTBEHHOI'O CO3HAaHUS B MCKYCCTBEHHOM MHTEJUIEKTE TIpaHMILY,
OTJIEJISIIOILYI0 €CTECTBEHHO IEPEHOCHUMYIO0 B KOMIIBIOTEP YAaCTh TEOPUHU OT OCTAJIbHBIX €€ 4YacTeil,
TpeOYIOIMMUX MEHTAIBHBIX TpeAcTaBieHuil. [logoOHas oOmecucTeMHass KOHCTPYKTUBHOCTD
JIOIYCKAaeT Pa3BUTHE TEOPUU C MOMOILIBIO PA3JNIMYHBIX JIOTUK, B YaCTHOCTH, JIOTMKH, aJ€KBATHOU
U3yyaeMoMy OOBEKTy, a HEe IpPOCTO B3ATOH ad hoc, Kak 3TO OOBIYHO JAENAeTCs, KIACCHYECKOH
norukoil. JlaHHBII CUCTEMHBIM NPUHIMN (TO, YTO JIOTUKY JJIsl TEOPUU OIpElesieT OOBEKT
WCCJICIOBaHMs), XOTS W He chopMynupoBaH B [2], HO camMO TOCTPOCHHE TEOPHUH CJIOB,
OCYILIECTBIEHHOE B KHUTE [2], AeMOHCTpupyeT ero npumeHenue. Tem He menee, A.I'. [paranun
BBIJIBUTaeT TpeOOBaHHE BBHIOOPA MMEHHO MHTYMIIMOHUCTCKOM JIOTMKM JUI KOHCTPYKTHBHM3MA:
«KOHCTpYKTHBHOE HallpaBJIEHUE B MAaTEMAaTHUKE SIBJISETCS C HALIEH TOYKU 3pEHUS Pa3HOBUIHOCTBHIO
UHTYULMOHU3MA» (CM., Hampumep, [9], ctp. 34), npuuéMm, 3T0 OUEBUIHBIA MHCAWUT 3KcrepTa, Oe3
000CHOBaHUH, KaK 3TO MPUHATO cpedu 3kcnepToB. Eie onuu Bapuant ad hoc BbIOOpa JOTUKU
JEMOHCTPHUPYET TAKKE B BHUJIE€ MHCAWTa dKCIepTa M3BECTHBIM KOHCTpykTuBUCT W.JI. 3acnaBckui,
kareropuuecku yreepxaas [11] “Ecau He onpenenena jioruueckasi cucteMa, B paMKax KOTOPOM Mbl
HaXOAMMCSI, TO HMKaKh€ MaTeMaTH4YEeCKHE PACCMOTPEHHUs HE SIBISIOTCS BO3MOXKHBIMH... KayKJaas
HOBasl JIOTHKA JIOJDKHA BBOJUTHCS BHE MateMaTukm». O0cyxnas pusnueckue oObEKThI, OH CTPOUT
[OJ, HUX CHUMMETPHUYECKYIO JIOTHKY, M IPUMEHSET YK€ TOTOBYIO JIOTUKY K OOBEKTY CBOMX
MCCJIEI0BAHUM, KOTOPBIM SIBJISIETCS «IIPEIMET U3y4deHus ... mporecchl cuetra» ([11], ctp. 57). OH He
3aJJa€TCsl CUCTEMHBIM BOIIPOCOM: €CJIM OH U3YYaeT «IPOLECChl CUeTa», TO MOUEMY JJIsi IOCTPOCHHUS
TEOPUHU ITOT0 OO0BEKTa HaA0 OpaTh MMEHHO YK€ MOCTPOCHHYIO 0€3 CCBUIKOK Ha 3TOT OOBEKT
CUMMETPUYECKYIO JIOTUKY?

Kareropnasi Teopusi CUCTEM ONHMpAEeTCs HAa OTPOMHBIC OOJACTH CHCTEMHBIX MCCIIEOBAaHUI, B
NepByI0 ouepeab Ha Teopuio (pyHkunoHanbHbIX cucteM II.K. AHOXuHA, OTCl0Ola BO3HHUKIU €€
MOCTYJAaThl, KOTOPbIE TOPOXKIAOT, B YACTHOCTH, U YKa3aHHBIN BOIIPOC.

B pamkax yka3aHHOT0 CUCTEMHOI'O IOCTPOEHUS B pabOTe U3y4yaroTCs HalpaBiIeHHbIe OMHAPHBIE
KaTeropHble CKIICHKH, SBISIIOIIMECS HETOCPEICTBEHHBIM 0000IIeHrneM OOBIYHON Teopuun
Kareropuil. JleraabHO MCCle0BaH BOIIPOC AYyaJIbHOCTH, IIPU 3TOM MOMHMMO H3BECTHOrO (peHOMEHa
JIBOMCTBEHHOCTH B KaTEropusx 0OHapyKUBAETCs €llle OJIMH BUJ| IBOMCTBEHHOCTH, TaK Ha3bIBaeMasl,

CBépTOqHaﬂ I[BOIZCTBGHHOCTB, nopoxxaaromnrasds BMECTC ¢ U3BCCTHBIM BAPpHAHTOM JBOMCTBEHHOCTH B
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KAaTeropusaX TPETUHM BapuaHT JAyaJdbHOCTH, KOTOPBIM HAaXOAWT IIPUMEHEHHUS B TEOpUU
UCKYCCTBEHHBIX HEWPOHHBIX ceTeil. Pa3BuThlii B craThe ammapar B JajbHEHIIMX paboTax
000011aeTCsl Ha CKJIEEYHbIE AHAJIOTU MYJIbTHKATErOpUNd U IOJIMKATErOpui, MOAEIUPYIOLINE
ceTeBble OOBEKTHI, MOJOOHBIE BBICIIMM KaTETOPHUsIM, a TaKKe HMEIOLIUE HECMallKOBbIE BUJIbI
MEXKJIETOYHOM KOMMYHHKaluMu. B 3Tux paboTax, pacCMOTpeHbIi B JaHHOH cTaThbe MaTepual
UCIIOJIbY3€TCSl KaK Ba)KHBIA MOJCIIBHBIA IIPUMED, IOCKOJIBKY SIBISAAETCA BBIPOKICHHBIM CIIy4acM

00LIMX KaTErOPHBIX CKJIEEK.

ABTop BbIpaxaeT OnaromapHocTh akanemMuky PAH T'onuapoBy C.C. u akagemuky PAH
CemenoBy A.JI. 3a moje3Hble 00CYXJE€HHUS BONPOCOB JIOTMKUM M KOHCTPYKTHUBHBIX IOJIXOJOB B

MaTEMaTHKCE.
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Adaptation of the language model for mathematical texts in

the semantic library

Ataeva O.M. (FRC 'Computer Science and Control’ RAS),
Tuchkova N.P. (FRC 'Computer Science and Control’ RAS)

The paper studies the approach of LLM adaptation for queries in the mathematical subject
area. The subject area is presented as an ontology of a semantic library LibMeta, where data
navigation is carried out using KG MathSemanticLib. The descriptions of the mathematical
subject area are based on mathematical encyclopedias of the Soviet and Russian mathematical
schools, and the filling of the LibMeta subject area library is carried out by integrating subject
areas of specialized mathematical journals. A procedure for integrating LLM and KG
MathSemanticLib is proposed. It is shown that as a result of this approach, LLM does not go

beyond the subject area, which allows us to state a more relevant answer to the query.

Keywords: library of subject areas, large language model, knowledge graph, automation of
access to scientific information, integration of knowledge graph and language model, systems of
information support of scientific research, mathematical subject area, industrial engineering,

ontological design
1. Introduction

The fantastic growth of artificial intelligence (Al) methods for communicating with information
systems in natural language over the past few years has led to the fact that publications on the topic
of large language models (LLM) become obsolete in a year or two. Information technology has
probably never experienced such speed and competition. Users are offered various software tools,
in particular ChatGPT, which promise answers and predictions on all sorts of topics. A review of
LLMs [15] demonstrates the various approaches used in creating these tools, and it can be
concluded that the directions laid down at the beginning of the development of Al [19] continue to
be implemented on new computing platforms. The authors [15] note such directions as statistical
language models, neural language models, pre-trained language models and LLMs and the
problems facing developers.

A well-known problem with using LLM is the difficulty of explaining and verifying the
conclusions, since the answer does not indicate the sources on the basis of which the answer was

formed [13]. As a rule, such sources cannot be indicated even in principle, due to the complexity
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(closed nature) of algorithms for processing large amounts of data. This is especially important
when it comes to scientific knowledge, especially mathematical knowledge, which is needed in a
wide range of classical and applied problems. In mathematical subject areas, it is important to rely
on verified sources, to distinguish LLM hallucinations from true search results.

As a rule, for scientific fields (and mathematics, of course), it is necessary to analyze a specific
collection of articles, including archived ones, full texts of which are not in the public domain.
These articles need to be collected in a digital library, processed, and only then can the result come
to the attention of LLM. To extract knowledge from these texts, previously not found in the public
domain, it is necessary to provide them for LLM training in a new subject area, i.e. to compile a
corpus of articles and describe this set semantically. This endless process is still relevant, since new
subject areas appear, and new interdisciplinary studies with new terminology are added to
traditional ones, which means that language models need to be adapted.

One of the solutions to improve LLM response on scientific texts is the integration of LLM and
the knowledge graph (KG) of the subject area [1]. In this paper, the problem of LLM adaptation is
proposed to be solved by using the KG MathSemanticLib of the semantic library LibMeta [2],
bypassing which, LLM extracts the answer from the subject area of mathematics and its application.
The result is achieved due to the fact that the KG represents structured data, relies on the ontology
and thesaurus of the subject area.

The structure of the article is as follows: introduction, related works, data model of the KG

MathSemanticLib, supervised knowledge extraction example LLM answer and conclusion.
2. Related works

The issues of joint consideration of the problems of constructing KG and LLM arose naturally,
as a continuation of the ideas of providing access to knowledge as structured data. The Awesome-
LLM-KG (https://github.com/RManLuo/Awesome-LLM-KG) page presents a collection of links to
papers and resources about unifying LLMs and KGs. It graphically displays the advantages and
disadvantages of LLMs and KGs in the context of their mutual complementarity.

The main idea is that the KG structure contributes to improving LLM reasoning, and the
linguistic capabilities and generalizations of LLMs improve the understanding of the essence of
knowledge in the KG. Awesome-LLM-KG also provides generalizations of research directions and
applications of the results of unifying LLMs and KGs in searching, building dialog systems and Al
assistants, and research methods. The synergetic nature of unifying LLMs and KGs is separately

noted, which is based on the mutual enrichment of LLMs and KGs when they are combined.
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In the work [17] a cyclic procedure of integration of the domain knowledge and LLM is
considered, as a result of which the LLM response and the domain knowledge itself are corrected,
which is closest to the idea of our research.

The authors [14] provide an overview of the weaknesses of LLM related to hallucinations. The
authors see an improvement in the quality of inference in the use of KG for training LLM, but they
note that this process is quite complex, since first a full KG must be constructed, and then LLM
reasoning with graph constraints. The work [14] proposes a procedure for transforming KG for
further traversal into LLM and for generating correct reasoning paths. The option of creating a
semantic description of mathematical concepts from school to university is considered in the work
[5]. Here [5] provides an overview of research related to the attempt to reflect the process of
cognition of mathematical subject areas and their reflection in digital resources. This idea itself has
haunted the scientific community, starting with the GDML project [10]. The research [5] uses the
GloVe (https://nlp.stanford.edu/projects/glove/) algorithm on a large corpus of mathematical texts
to identify the frequency of use of terms and their relationships.

The comparison is made between Wikipedia terms in French and their English translations, and
the use of words from the dictionary by participants (https://osf.io/dxg2w) with different
mathematical backgrounds. In this way, the GloVe algorithms were tested and a relatively good
correspondence between the GloVe [18] vectors and human judgments was established. This study
[6] is important for our discussions in terms of the participation of experts in assessing the results of
the semantic representation of subject areas and the reflection of these representations in the

processes of cognition of mathematical areas. Like the authors of [6] (https://osf.io/dxg2w) [6], we

use the opinion of experts, but when creating semantic images of subject areas, we rely on classical
sources such as encyclopedias and monographs.

The research [7] is devoted to the description of subject areas. The data are given on how
individual examples trained on corpora of specific subject areas achieve good results. However, it is
noted that this is not enough to create a general approach for different subject areas. The authors
propose the KnowledgeDA tool, a unified domain language model development service that can
automatically generate a domain language model by performing three steps: (i) localize domain
knowledge entities in texts using an embedding-similarity approach; (ii) generate enriched samples
by extracting exchangeable pairs of domain entities from two representations of both the knowledge
graph and the training data; (iii) select high-quality enriched samples for fine-tuning using
confidence-based scoring.

A KnowledgeDA prototype for learning language models for two domains: healthcare and

software development. This example of creating text corpora by subject area is quite problematic to
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extend to mathematical subject areas, since the original sources may differ radically in structure and
presentation features (for example, the presence of formulas changes the process of text
preprocessing).

The work [11-12] is devoted to training the SCIBERT (https://github.com/allenai/scibert/) model

on scientific texts, where the possibilities of improving BERT after unsupervised pretraining on a
large multi-domain corpus of scientific publications are demonstrated. The BERT model
architecture [6] is based on a multilayer bidirectional Transformer [20] is used. Our work presents a
technology for constructing KG, starting from arrays of texts of scientific mathematical and
interdisciplinary journals, to the integration of the obtained KG MathSemanticLib with LLM in the
journal recommendation system in the environment of the semantic library LibMeta [4].

3. Data Model of the KG MathSemanticLib

A key word is a word or a phrase. The key words are separated by commas. The number of key
words is not limited. The key words are used to improve the search quality on the Journal website.

The approach used in this work is that first an ontology and thesaurus of the subject area are
built, then a KG based on the ontology, and then LLM is used for communication in the library. The
data structure and ontology model of the LibMeta library for the KG MathSemanticLib are
described in the works [3], [4], here we will note only some of their properties, namely: integration
of various sources (encyclopedias, monographs, journals, classifiers, thesauri, dictionaries,
formulas) based on the ontology; construction of a KG based on the ontology; use of a KG for
organizing a dialogue in the library. Thesauri contain the main terms of LibMeta subject areas,
linked by hierarchical and horizontal relationships. The data model in LibMeta is an ontology in
OWL (which is represented as an RDF graph). Filling the library is a process of completing the
ontology by integrating data in accordance with their descriptions and metadata. The subject area is
defined by forming a thematic subspace in the library ontology and establishing semantic links with
the basic content of the library [1-3].

The mathematical encyclopedia [8], [21], the encyclopedia of mathematical physics [9], the
thesaurus of ordinary differential equations, the dictionary of special functions of mathematical
physics and other Russian-language sources and components of the library [3] are used as external
basic taxonomies with which publications are linked. The creation and development of the LibMeta
library [4] is based on the integration of mathematical knowledge, both in the retrospective and
prospective direction, by adding publications from various new subject areas of mathematics,

related sciences and applications.
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3.1. LibMeta Ontology

The LibMeta digital library ontology defines the data structure. The concepts that make up the
LibMeta ontology are conventionally divided into concepts intended for:

— describing the content of a subject area;

— forming a thesaurus of any subject area;

— describing thematic collections;

— describing the task of integrating library content with source data from LOD.

Semantically significant connections are defined between these groups of concepts. The
following formal definitions are used to describe the ontology:

Definition 1. Library thesaurus TH = {T,R}, where T are terms and R are the relationships
between them.

Definition 2. Library content C = {IR, A, 10}, where IR are types of information resources, a set
of attributes A{ai}, information objects {IO}.

Definition 3. Semantic labels M = {mi} of an information object are terms that are not included
in the thesaurus, but are necessary for thematic division of information objects 10 within the subject
area.

Definition 4. Semantically significant relationships of the library P = {Pi} are the following main
relationships:

P1(t, i0) thesaurus term — information object;

P2(io, t) information object — thesaurus term,;

P3(r, s) information resource — class of source objects, where information resource is a general
definition for information objects stored in the system; thus, in fact, information objects are
instances of information resources;

P4(a, sa) information resource attribute — property of source class;

P5(io, os) information object — instance of class from data source;

P6(m, i0) semantic label — information object;

P7(io,m) information object — semantic label.

In fact, the concepts are divided into three categories: the first includes definitions of the
concepts of the semantic library content, the second category refers to the definition of concepts
necessary to support terms in the thesaurus of the subject area, and the third includes definitions
necessary to define the processes of integrating the content of these resources. Based on these

definitions, the main processes are described, such as, for example, integrating data from different
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sources, categorization/classification, mapping different models of source data to a given subject
area, constructing equivalence classes, etc. Fig. 1 shows screenshot of LibMeta ODE thesaurus.

Fig. 1: An example of the ODE thesaurus concept
3.2. Completing the ontology and integrating data

The task of adding new terms (new for this ontology) and links to the ontology arises during
integration with new sources (publication arrays). These are, as a rule, terms from new tasks or
applications in interdisciplinary research. Integration of new data into LibMeta is implemented by
completing the ontology. When integrate publications in a semantic library and KG, they must

undergo preliminary processing, diagram Fig. 2.

Link establishment algorithm

Terms g ; 2
Thesaurus normalization g Setting )
concepts \ -~ ]/— -
Publication title Search Saving
normalization terms links RDF

7
Fablications i Publication annotation /

B normalization

Fig. 2: Stages of publication preprocessing for ontology.

Preprocessing options depend on the source data and may vary depending on the degree of
structuring of the articles. Characteristic structures are known for mathematical articles, but it is
necessary to identify the main terms and links. At the Link Extraction stage (Fig. 2), semantically
significant links of the library P = {Pi, i = 1, . .., 7} are identified. If preprocessing has shown the
presence of signs of belonging of the data to a certain subject area, then the publications are placed

in the ontology and thesaurus of the subject area.
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The task of adding new terms (new for this LibMeta ontology) and links to the ontology
arises during integration with new sources (publication arrays). These are, as a rule, terms from new
tasks or applications in interdisciplinary research. One of such typical examples is applications in
equations of mathematical physics. Fig. 3 and Fig. 4 show the scheme and screenshot of adding

terms from the journal MKMK [4], thanks to which a new subject area ’elasticity theory’, was

completed and integrated into the ontology.

Mathematical
encyclopedia

Mathematical
physics

Thesaurus ODE

| Dictionary of special functions I | Mechanics |

e

| Theory of elasticity ]

J

| Thesaurus MKMK |

Figure 3: Connection diagram when adding a new subject area to the LibMeta ontology.

Completing the ontology, following the logic of the library data structure, affects the KG
MathSemanticLib. Since the KG reflects the ontology connections, then when a new subject area

appears in the KG of MathSemanticLib, a *subgraph’ appears.

TS T R W TR e YRR T T
e
I-I bMetq Mathematical Encyclopedia

& To the main page 5| Related objects 7 Associated object values P Search for a concept

View concept
Beam, elementary theory

Name  Beam, elementary theory
Code 37254

Thesaurus  Thesaurus "Theory of elasticity”

View  Elementary beam theory

Related concepts «  Elementary Theory (Mathematical Encyclopedia)
Theory (Mathematical Encyclopedia)

Attributes  Note - 491

Fig. 4. Example of a thesaurus concept for ’elasticity theory’
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3.3. KG MathSemanticLib

The LibMeta digital library ontology defines the structure of the library data. Each data element
loaded into the library can be associated with an ontology node, which defines the position of the
data element in the ontology. Based on the ontology links and the links defined at the design stage,
a graph can be constructed. The subject area data can thus be represented as a KG, the structure of
which is defined by the ontology, nodes (articles, terms, formulas) are instances of ontology
elements, links are links of the subject area thesaurus. This is shown schematically as a three-level

ontology in Fig. 5.

ONTOLOGY

Level 1
THesaurus

Level 2
Thesaurus
extensions

Level 3
Relations
defined
in library

Knowledge ‘

graph

Horizontal ontology links Vertical connections of ontology

Pointer to data type Connections of knowledge graph
elements

Fig. 5: Scheme of three levels of the LibMeta library ontology.

The construction of KG MathSemanticLib can be described in two global stages. At the first
stage, a ’zero’ version of KG is constructed from some source, and at the ’second’ stage, the
integration of the graph of incoming data with the general graph of the library occurs by
establishing links with the thesaurus [4]. The ’zero’ version of the graph KG MathSemanticLib is
the KG of the mathematical encyclopedia [8], [21], and the ’second’ stage is the integration of an
array of scientific articles. When completing the ontology, KG is also completed, that is, the

’second’ stage is each subsequent stage.

The main stages of data processing for KG are closely related to the sources from which the data
comes. Often the data is presented in an unstructured or semi-structured form. In our case, we
consider, among other things, unstructured texts of Russian-language scientific articles. Nodes can

be larger ontology objects Fig. 5, or objects - publication, term, person, formula.
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Fig. 6: The central node of the MathSemanticLib thesaurus.
3.4. Formulas in KG MathSemanticLib

The use of formula language in mathematical subject areas is a natural stage in modern dialog
programs. One of the most authoritative databases of scientific publications zbMATH
(https://zbmath.org) has long allowed formula entry in the search line. Nevertheless, search by
formulas remains one of the tasks in information technology, since it is important to consider the
meaning of their use in a scientific publication.

The LibMeta library accumulates and integrates formulas from the mathematical encyclopedia
[8], [21], encyclopedia of mathematical physics [9], the thesaurus of ordinary differential equations
[4], [16] dictionary of special functions and others into the ontology. The peculiarity of this
integration is that the formula is saved with the context, and thus, a dictionary of formulas with
links is formed, that is, the semantic image of the formula is saved. This approach allows you to
include symbolic expressions in search queries. Since the formula is a semantic object in LibMeta,
it can also be a KG node, for example, Fig. 6, which shows the links of the formula with other KG
MathSemanticLib objects of the LibMeta library.

There are several types of work with formulas in the LibMeta library:

— selection of basic formulas related to concepts;
— selection of formulas related to the concept;

— selection of all formula links.

4. Supervised Knowledge Extraction Example LLM Answer

Diving into the terminology of the subject area means accepting some non-standard terms

established by specialists. For mathematical subject areas, it is important to reflect the meaning of
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formulas and terms when describing subject areas in digital libraries. Fig. 7-8 shows fragments of
the KG MathSemanticLib for a concept, formula, classifiers.
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Fig. 7: Fragment of the subgraph of the concept ’Lame Equation’, KG MathSemanticLib.
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Fig. 8: Subgraph fragment with MSC codes —nodes, KG MathSemanticLib.

Below is a comparison of responses from some language models.
4.1. Examples with ChatGpt, YandexGPT, LLAMA

ChatGpt 4 and YandexGPT 4 Pro (https://console.yandex.cloud/) coped with the query
’Lame equation’, but gave only general information without links and formulas with an error,
Perplexity and LLAMA (Large Language Model Meta Al https://app.hyperbolic.xyz/models/Ilama-
3-3-70b-instruct) did not cope at all.
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Fig. 9: Perplexity answers to the query *Lame equation’.
The language model + knowledge graph allow using the generalizing capabilities of the
language model to explore the domain graph in natural language. Questions formulated in natural
language are transformed into SPARQL queries based on the ontological model of the graph. The

model’s answers are given based on the mathematical encyclopedia articles and their connections
Fig. 10.
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Fig. 10: LLAMA Answers to the Query 'Lame Equation’.

The model Gemma2-9b-It was used with following 3 questions. Gemma is a family of
lightweight, state-of-the-art open models from Google, built from the same research and technology
used to create the Gemini models. They are text-to-text, decoder-only large language models,
available in English, with open weights for both pre-trained variants and instructiontuned variants.

Gemma models are well-suited for a variety of text generation tasks, including question answering,
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summarization, and reasoning. Their relatively small size makes it possible to deploy them in
environments with limited resources such as a laptop, desktop or your own cloud infrastructure,
democratizing access to state of the art Al models and helping foster innovation for everyone
(https://huggingface.co/google/gemma-2-9b-it ).
Question 1: How many publications?
e Generated SPARQL:
SE
LECT (COUNT(*) AS ?publications)
Question 2: How many concepts?
e SELECT (COUNT(DISTINCT ?concept) AS ?count)
WHERE
?concept a :Concept .
Question 3: How many concepts are connected with Lame formula?
e SELECT (COUNT(DISTINCT ?concept) AS ?count)
WHERE
?formula a :LameFormula .
?concept a :Concept .

?formula :connectedTo ?concept

4.2. Stages of generating a SPARQL query and response to it using a GPT like

model

Stage 1. Translation of text into SPARQL query.

General format of the prompt for a model to generate a SPARQL query includes:
Question (promt): in natural language
Scheme: The graph data model is specified as an rdfs scheme, which is annotated with the
rdfs:label and rdfs:comment properties, which contain a natural language description of the classes
and properties of the ontology

Instructions:

Generate a SPARQL SELECT query to query a graph database using the following

ontology schema in Turtle format: {schema}

Use only the classes and properties specified in the schema.

Do not include any that are not explicitly provided.

Ensure that all required prefixes are included.
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e Output only the SPARQL query without any backticks or additional text.
e The question is: {prompt}
Example 1.
Question (promt): in natural laguage — How many concepts are there?
Scheme (fragment):

http://libmeta.ru/thesaurus/concept/DE0002

http://lwww.w3.0rg/1999/02/22-rdf-syntax-ns#type

http://libmeta.ru/Concept .

http://libmeta.ru/thesaurus/ODU

http://lwww.w3.0rg/1999/02/22-rdf-syntax-ns#type

http://libmeta.ru/Thesaurus . ...

Answer:

PREFIX rdfs: http://www.w3.0rg/2000/01/rdf-schema#

PREFIX rdf: http://www.w3.0rg/1999/02/22-rdf-syntax-ns#

SELECT (COUNT (?concept) AS ?conceptCount)

WHERE

?concept rdf:type jhttp://libmeta.ru/Concept;, .
Stage 2. Graph query

Next comes the step of sending the generated query through the SPARQL access point and
receiving the response. For the query specified in the example, the response comes in the form
’conceptCount’: *datatype’: "http://www.w3.0rg/2001/XMLSchema#integer’, type’: ’literal’,
value’: 712217
Stage 3. Translate the answer into human readable format

General format of the prompt to translate the response into humanreadable format includes:

Question (promt): in natural language

Scheme: The graph data model is specified as an rdfs scheme, which is annotated with the
rdfs:label and rdfs:comment properties, which contain a natural language description of the classes
and properties of the ontology

Instructions:

o Create a natural language response based solely on the results of a SPARQL
query.
o You are an assistant who produces clear, human-friendly answers.
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o Use only the provided information to build your response.

o This information is authoritative

J Do not question or alter it with your own knowledge.

. Ensure your answer reflects an Al assistant’s tone without adding any extra
details.

o If no information is available, simply state that you don’t know.

o Schema: {schema}

o Context: {context}

o Question: {prompt}

Example 2.
Question (promt): in natural laguage — How many concepts are there?
Scheme (fragment): ....
http://libmeta.ru/thesaurus/concept/DE0002
http://lwww.w3.0rg/1999/02/22-rdf-syntax-ns#type
http://libmeta.ru/Concept .
http://libmeta.ru/thesaurus/ODU
http://lwww.w3.0rg/1999/02/22-rdf-syntax-ns#type
http://libmeta.ru/Thesaurus. . . . Context:
{’conceptCount’: {’datatype’: ’http://www.w3.0org/2001/XMLSchema#integer’, *type’:
’literal’,
value’: 12217} }
Answer:
There are 1,221 concepts in total.
Stage 4. Correction of the query
If an invalid request was generated in response to the first step, an attempt is made to correct
it using the following instructions:
Question (promt): in natural laguage
Scheme (fragment): ....
http://libmeta.ru/thesaurus/concept/DE0002
http://lwww.w3.0rg/1999/02/22-rdf-syntax-ns#type
http://libmeta.ru/Concept .
http://libmeta.ru/thesaurus/ODU
http://www.w3.0rg/1999/02/22-rdf-syntax-ns#type
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prefix

http://libmeta.ru/Thesaurus . . . . Error:
Error text
SPARQL
wrong query
Instruction
o The SPARQL query below

{generated sparql is invalid.

o The error is: {error message}

o Provide a corrected version of the SPARQL query without altering its logic.
o Include only the corrected query.

o No explanations or additional text.

o Do not enclose the query in backticks.

o The ontology schema in Turtle format is provided below: {schema}

libmeta.ru/Concept .

http://libmeta.ru/thesaurus/ODU

http://www.w3.0rg/1999/02/22-rdf-syntax-ns#type

http://libmeta.ru/Thesaurus .

Error:

400: Error MALFORMED QUERY: QName ’1bm:ThesaurusConcept’ uses an undefined

SPARQL

PREFIX rdfs: http://www.w3.0rg/2000/01/rdf-schema#
PREFIX rdf: http://www.w3.0rg/1999/02/22-rdf-syntax-ns#
SELECT (COUNT (?concept) AS ?conceptCount)

WHERE

?concept rdf:type Ibm:ThesaurusConcept .

Answer

PREFIX rdfs: http://www.w3.0rg/2000/01/rdf-schema#
PREFIX rdf: http://www.w3.0rg/1999/02/22-rdf-syntax-ns#
PREFIX Ibm: http://libmeta.ru/

SELECT (COUNT (?concept) AS ?conceptCount)

WHERE

?concept rdf:type Ibom:Concept .

73
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5. Conclusion

The proposed approach to adapting LLM to a specific mathematical direction of scientific
Russian-language journals has been tested in the semantic electronic library LibMeta. The
experience of integrating LLM and KG MathSemanticLib allows us to conclude that it is possible to
organize a user dialogue with the library and create a digital assistant with the functions of a reader,
author, editor, and reviewer of the journal.

It should be noted that when completing the LibMeta digital library ontology, it will be
possible to ensure further integration of LLM and the KG MathSemanticLib, which means that the
capabilities of a controlled Russian-language dialogue on mathematical topics will develop.

At the same time, the ability to check the LLM output within the LibMeta content and
external sources, which will continue to be integrated, will be preserved. Further research will

continue in the direction of developing dialogue and recommender systems.
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We address the problem of incorporating domain-specific knowledge into large language
models (LLMs) to be used in intelligent assistants systems. We propose an algorithm for
building a specifically formatted instruction dataset designed to fine-tune an LLM as a
generator component within a Retrieval-Augmented Generation (RAG) system. The prac-
tical aspect of our work involved constructing an instruction dataset from raw corporate
texts related to Donetsk State University (DonSU). The resulting dataset contains over
25,000 input—context—output records and will be used to fine-tune an LLM for its role as
the generator in DonSU’s RAG-based intelligent assistant.

Keywords: Retrieval Augmented Generation, RAG, LLM, Fine-Tuning, Instruction

Dataset, Al-assistant

1. Introduction

Providing students and applicants with up-to-date information is crucial for any univer-
sity. With the availability of powerful large language models (LLMs) in both open-source (e.g,
LLaMA) and commercial (e.g., GPT-4) formats, it has become possible to create intelligent
assistants capable of performing question-answering (QA) over corporate data and automating
this communication process. This approach is not constrained by the university domain and
can be used wherever QA search over a knowledge base is applicable.

Although modern LLMs demonstrate impressive capabilities, they typically lack knowledge
about internal processes within organizations unless such information is publicly available and
included in their training data. As a result, integrating this "hidden" knowledge into LLMs
remains a significant challenge for developers of intelligent assistants.

The most common approaches to incorporating domain-specific knowledge into LLMs are
building Retrieval-Augmented Generation (RAG) systems [11] and fine-tuning LLMs [3]. They

enabling chosen LLM to work with unseen during pretraining domain-specific data with reason-
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able effectiveness. However, both approaches suffering from their key limitations, making using
them separately less efficient. These limitations will be described in more detail in Section 2.

In this paper, we propose an approach that combines supervised fine-tuning with RAG. We
also introduce a method for constructing a dataset that enables an LLM, after fine-tuning on
it, to effectively serve as a generator within a RAG system. Traditional instruction datasets
are typically constructed as collections of input-output pairs, where the input represents a user
query or instruction, and the output corresponds to the expected model response. In this work,
a different approach is introduced: datasets are formulated as input-context-output triples. In
this configuration, the context provides external, domain-specific information, which must be
interpreted by the generator model to produce a relevant and accurate response.

The practical part of our research are based on data from official Donetsk State University

(DonSU) website. Our experiments involve these steps:

1. Collecting raw texts from the website;

2. Selecting relevant texts to proceed;

3. Generating synthetic classical instructional dataset using an LLM;

4. Building a vector database over the relevant texts;

5. Adding the contezt field according to the input from the built vector database to generated

instructional pairs.

The source code for each step and experiment has been made publicly available; correspond-

ing links are provided in the relevant sections.
2. Related Work

The most common approaches for incorporating domain-specific data into LLMs are Re-
trieval Augmented Generation (RAG), which serves as the simplest baseline to implement and
supervised fine-tuning, which is typically a more complex and resource-intensive process.

The most straightforward approach for adapting LLMs to domain-specific data is fine-tuning.
Previously, assistant models were fine-tuned using dialogues that were either manually anno-
tated or extracted from external sources, such as Twitter conversations and Reddit comments.
With the emergence of instruction-based training for LLMs, OpenAl researchers fine-tuned
GPT-3 on manually curated instruction data, leading to the development of InstructGPT [15],
the precursor to ChatGPT. However, creating manually annotated instruction datasets for

training assistant models outside industrial settings remains challenging and resource-intensive.
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As a result, synthetic datasets generated by powerful LLMs or constructed using the Self-

Instruct approach [I§] are now commonly employed for this purpose.

There are several fine-tuning techniques exists, such as fine-tuning the whole model weights,
which is costly and infeasible in non-industrial settings; adapting specific model layers while
freezing the rest [12]; training the bias vectors while freezing everything else [20]; adapter tuning
[4]; and others. The best way to fine-tune LLM, given the available resources for implementing
an assistant, is Low-Rank Adaptation (LoRA). LoRA gives qualitative results by training a
relatively small number of parameters while also providing flexibility in modifying the model’s

behavior during runtime [5].

By tuning an LLM on a domain-specific dataset containing classical instructional input-
output pairs, we make the model simply memorize the output facts and their relations to
inputs. This is not an ideal solution for building a QA system for a university, because the
information about almost any university frequently changes. As a result, we would either need
to continuously retrain the model on up-to-date data, which is costly and resource-intensive, or
rely on lately added external sources, which the model, after instruction tuning, would struggle

to utilize effectively.

A RAG also is used to enrich a large language model with domain-specific knowledge. The
first mention of them was introduced by the FAIR team in 2020 [I1I]. Authors proposed using
two models for QA search: a retriever (specifically, Dense Passage Retriever) and a generator —
a transformer model. As a generator authors suggested BART-large [10], a pre-trained seq2seq

transformer [I7] with 400M parameters.

The retriever is responsible for vectorizing domain-specific texts, which are typically split
into smaller chunks. Vectorization enables the construction of an n-dimensional representation
that captures the semantic meaning of the text. The concept of vector representations was
first explored by Mikolov et al. [14] during the development of the word2vec model. During
RAG inference, the retriever also encodes the user query in such a way that document chunks
most likely to contain the answer have the highest vector similarity to the query. The user
query, together with the most relevant context chunks, is then passed to the generator, which
produces a human-readable text serving as the final response.

This "Naive RAG" approach has been improved by adding metadata to document chunks,
using it for document ranking (e.g., by including the document’s publication date, which helps

assess its current relevance), and pre- and post-retrieval processing.
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A major limitation of the RAG framework lies in its reliance on the retriever, which may
yield imperfect results [1]. Consequently, the generator may fail to produce a relevant response
from the retrieved chunks. This typically occurs when none of the chunks contain the correct
answer or when they include information about concepts only weakly related to the query’s
semantics, leading the model to generate incorrect outputs. The most effective strategy to
address such cases is to train the model to recognize when it lacks the necessary information

and to produce a predefined fallback response.
3. Proposed Method

To address the aforementioned limitations, we propose a combination of fine-tuning and
RAG. Specifically, we aim to train an LLM not only to answer questions using domain-specific
knowledge integrated into its weights during fine-tuning, but also to learn to extract the most
relevant information from the document chunks provided by the retriever.

We propose extending the classical instructional dataset, traditionally composed of input-
output pairs, by introducing a third component — context. The context is retrieved from
a vector database constructed from the texts used to generate the original instructions, by
selecting the top-n chunks most relevant to the input. Providing data as input-context-output
triplets within a formatted prompt — matching the format used during assistant inference —
in the fine-tuning process is expected to enhance the model’s extraction capabilities, which
are crucial for a generator in RAG system. Using this approach, we preserve one of the key
advantages of fine-tuning — the ability to control the model’s alignment and produce more
domain-specific answers — while retaining a major benefit of RAG: the flexibility to update the
knowledge base without the need to retrain the LLM.

This idea has been analyzed by Lin et al. [13], but this work was focused on training models
to serve as generators in RAG systems working with multi-domain data in English. In our
work, we focus on constructing a dataset from raw corporate texts in Russian related to a
single domain of specific university — DonSU.

The official website of Don State University (DonSU) was used as the source of raw texts,
as it provides structured and machine-readable content. The sequence of performed steps is
shown in Figure [I}

Next, in this paper, we focus on the process of constructing a dataset in the format described

above. By relevant texts, we refer to the textual content of the parsed HTML pages from the
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Parse raw texts from official
DonSU website

Exclude irrelevant texts

¥ h 4
Construct instructional dataset Build a vector database over
consisting of input-output pairs selected relevant texts

For each input from instructional
dataset select top-n relevant
chunks from built vector
database

h 4

Y

Add retrieved context to
comesponding instructional pairs,
achieving the input-context-
output format of dataset

Figure 1. Performed steps during the practical part of the research.

university’s website. Additionally, we downloaded all documents in textual formats (such as
.pdf, .docx, .pptx, etc.), but they will only be used to populate the inference vector database.
All the steps performed, along with links to the corresponding source code, are described in
detail in the following sections.
We leave the actual fine-tuning of the generator, its evaluation during RAG system inference,

and the comparison of tuned models with and without the context field for future work.
4. Collecting Of Raw Texts

As the source of domain-specific data about DonSU, we chose its official website, as it
provides both structured and machine-readable content.

We created a set of scripts which is open-source and available at https://github.com/
EliseevVadim/WebsiteCrawler. The provided tools enable both parsing text data from a
specified website and resulting text files processing features, including removing empty ones,
merging them into a single document which is suitable for fine-tuning models via next-token

prediction [2]. One of the script’s arguments is a content selector, that identifies the specific
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block on each HTML page on the website containing the main textual content. Putting the text
content into the block with same CSS-selector is mandatory and makes the university websites
machine-readable. The user can also define the depth of website traversal; if not specified, the
script either crawls all available pages or stops once the defined depth is reached. Additionally, it
is possible to configure whether textual files in various formats should be downloaded along with
the saved HTML content. In our case, such files were downloaded, but only the texts extracted
from parsed HTML pages were used in the subsequent research stages. The downloaded files
were reserved for later use in populating the inference vector database.

Upon execution, the script initiates data collection from the root page of the website and
recursively traverses all accessible internal hyperlinks. When encountering a URL that refer-
ences an HTML page, the script extracts the main textual content and stores it in a separate
file. For URLs referring to downloadable documents, the corresponding files are retrieved if this
functionality has been explicitly enabled by the user. During the HTML parsing process, addi-
tional metadata — such as page titles and last modified timestamps are also collected. These
metadata are expected to be beneficial for downstream tasks, including instruction generation

and relevance-based ranking in the retrieval component of the vector database.

After website crawling conducted on December 11, 2024, a total of 2,912 text files were
generated from the extracted content of parsed HTML pages. In addition, 3,546 documents in
various formats were downloaded, comprising a total data volume of 14.3 GB. This volume of
data is considered sufficient for constructing a domain-specific knowledge base to support the
development of the intelligent assistant. These 2,912 files originated from HTML pages will be
used in our research and will populate both RAG-powered instruction dataset and inference

vector database.
5. Selecting The Relevant Texts

Analysis of the text files retrieved in the previous step revealed that some of them lacked rele-
vant information suitable for either generating instructions or constructing the vector database
for subsequent research and RAG system inference. Such files typically originated from in-
termediary pages containing only hyperlinks to other pages of the website or direct links to
downloadable documents. Consequently, these files must be excluded from further processing.

To filter such files we decided using LLM-as-a-judge. A prompt that incorporates the content

of a specific text file generated in the previous step along with its title, corresponding to the
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title of the originating web page was designed. The prompt instructs an external LLM to assess
the usefulness of the provided text for constructing an instruction dataset intended for LLM
fine-tuning. Furthermore, a rating scale was included in the prompt to categorize each file

based on its relevance.

The original prompt that was sent to LLMs was made in Russian and it is available at https:
//github.com/EliseevVadim/TextsEstimator/blob/main/prompts/texts_evaluation.txt|

The English translation of the prompt is presented in Figure [2]

Read the text below, obtained from parsing a web page of an educational organization, and evaluate
its educational value and usefulness for training an LLM in building an instruction dataset (i.e.,
assess how well the provided text can be used to generate question-answer pairs) that will be used in
an intelligent assistant.

Consider the following criteria in your evaluation:

Content of the text. Pay special attention to links and mentions of resources from 2022 and later,
as they are the most relevant. Some texts are merely textual representations of links, and sometimes
entire pages contain only links. Such files cannot be used to build a relevant instruction dataset,
so these cases should receive low scores.

File name. The file name may indicate the topic or importance of the text and complement its
content, especially if it contains contact details. If the name expands the context of the provided
information to a level where meaningful instructions and answers can be generated, it increases the
text’s value.

Rating Scale:

1: The text has no meaningful content, consists only of links, or serves as a placeholder without
useful information.

2: The text contains links and headings with minimal relevant information, including outdated or
irrelevant data.

3: The text is suitable for creating a limited number (fewer than 5) of general instructions but has
low value.

4: The text is suitable for creating a significant number of instructions that reflect both general
and specific aspects of the organization’s operations, with a sufficient share of relevant data.

5: The text is highly structured, contains numerous relevant details (from 2022 and later), and
allows for the creation of a wide variety of valuable instructioms.

Important:

The response must be a single number (from 1 to 5). Comments, explanations, or additional information
are strictly prohibited.

File name:

*kok

Content:

%k %k %

Figure 2. Designed prompt for filtering irrelevant texts.
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Next, three LLMs were selected: GemmaZ2-9b-it, LLaMA-3.1-70B-Instruct, and LLaMA-3.3-
70B-Instruct. Prompts corresponding to all available text files were sent to each model using
the NVIDIA LLM inference service using the OpenAl API. In addition to obtaining assessments
for file filtering, we aimed to identify the most suitable LLM for instruction generation.

Due to input sequence length limitations imposed by some models, we restricted the eval-
uation to files smaller than 11 KB, a threshold determined through analysis of the file size
distribution. For larger files, a default score of 5.0 was assigned, based on the assumption that
longer texts are more likely to contain substantial and relevant content.

After querying the selected LLMs to evaluate the textual content extracted from the parsed
HTML pages, we obtained the distributions of file evaluation scores, which are presented in
Figure [3]

Distribution of file evaluations

gemmaZ2-9b-it llama-3.1-70b-versatile llama-3.3-70b-versatile

1200 1

1000 A

@
S
a

600 4

Frequency

400 -

Figure 8. Distribution of file evaluations from GemmaZ2-9b-it (a), LLaMA-3.1-70B-Instruct (b),
LLaMA-8.3-70B-Instruct (c).

As shown in the figure, all score distributions are right-skewed, with the mode occurring
at the value just below the maximum. Notably, the Gemma2-9b-it model never assigned the
highest score of 5.0, which may suggest its limited suitability for this type of domain-specific
text evaluation. In contrast, the LLaMA-family models produced broadly similar distributions,
with the most recent version, LLaMA-3.3-70B-Instruct, most frequently assigning a score of
4.0.

Subsequently, we computed the average evaluation scores assigned by the models for each
text file and analyzed the maximum divergence in scores for individual files. The greatest
observed discrepancy between model evaluations was 3 points, occurring in 14 cases. Following

a manual review of these instances, we concluded that the identified disagreements were not
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significant enough to warrant the exclusion of the corresponding files from the datasets used
for instruction generation and vector database construction.

Based on the analysis of the average score distribution across text files, we applied a thresh-
olding criterion and excluded all files with an average score of < 2.0. Such a low score typically
indicates that either all models assigned a rating of 2.0 — implying that the text is nearly un-
usable for downstream tasks — or that the majority of models assigned a score of 1.0, marking
the file as entirely irrelevant. Following this filtering step, 2,337 text files were retained, which
we consider sufficient for constructing a qualitative instruction dataset. Given the assumption
of approximately 10 input-output pairs per file, the resulting dataset is expected to contain
over 23,000 entries. This outcome is particularly notable considering the narrow focus of our
domain that contains only information related to a single university. For example, creators of
RAG-Instruct reported assembling a dataset of 40,000 instruction pairs derived from the entire
English Wikipedia corpus.

We additionally investigated the potential relationship between file size and the average
evaluation score by constructing a correlation matrix, presented in Figure [, As shown, the
correlation between file size and average score is positive, with a value of 0.66, indicating a
moderately strong association. This finding supports the assumption that larger files are more
likely to be assigned higher quality scores.

The analysis also demonstrates that models from the LLaMA family contributed most sig-
nificantly to the overall average score, suggesting their higher suitability for the evaluation of
raw crawled text data. Based on these results, we selected LLaMA-3.3-70B-Instruct as the
primary model for instruction pair generation. The source code of the project, including the
file evaluation pipeline, is open-source and available at https://github.com/EliseevVadim/

TextsEstimator.
6. Generating Instructional Pairs

After having a list of relevant files, we proceed to construct a classical synthetic instructional
dataset. In order to do this we decided using LLM prompting again. Unlike the previous section,
we will utilize only one model — LLaMA-3.3-70B-Instruct, as it exhibited the best performance
in evaluating the text files.

We designed a prompt that incorporates the file’s title, its content, and the last update

date. The model is instructed to generate the maximum number of domain-specific instruc-
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Figure 4. Correlation matrix between file size and model scores.

tional pairs, taking into account the suggested thematic directions and constraints. The origi-
nal prompt also was built in Russian, it is available at https://github.com/EliseevVadim/
InstructionsGenerator/blob/main/data/prompts/instructions_creation_RU.txt. The

English translation of the prompt is presented in Figure [f

For each relevant file, we submitted a prompt to the LLaMA-3.3-70B-Instruct model for
instruction generation, following the procedure outlined in Section 4. This process resulted in
the generation of 24,854 instructions, which constitutes more than half of the RAG-Instruct
dataset.

Upon examination, we found that certain files, despite being deemed relevant through man-
ual review, produced only a limited number of instructions. In light of this, we analyzed the
distribution of instruction counts per file and decided to regenerate instructions for those files

that initially yielded three or fewer instructions.

On the second pass of instruction generation, we adjusted the seed value and reduced the
temperature (from 1.0 to 0.7) and top-p (from 1.0 to 0.8) parameters when calling the LLM.
These lower values of temperature and top-p lead to more deterministic responses from the
model, and are expected to minimize the occurrence of variances such as empty outputs or

the generation of low amount of instruction pairs for files that contain enough of relevant
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information.

Based on the HTML page data obtained from parsing the website of Donetsk State University:

Page Title:

*okk

Date of Last Content Update:

* %k

Content:

*okk

Generate the maximum possible number of instructions with model responses (including both long and short responses) that fully cover the provided text,
especially its factual aspects. The instructions should be suitable for fine-tuning an LLM as an intelligent assistant for Donetsk State University.
Each instruction must be formatted as JSON with input (question) and output (answer). Avoid generating irrelevant content that is not specifically
related to the activities of Donetsk State University. If the text contains no meaningful information (e.g., a list of links, advertisements, or other
utility data), generate a stub with "error": "This text does not contain useful content for generating instructions".

IMPORTANT!

The provided content often pertains to specific local aspects of the university’s activities. Therefore, DO NOT generate overly generic questions such
as "What programs are offered at DSU?" or "Who is a professor at DSU?" because the objects described in specific files are not the only ones in the
university’s context, and such questions are counterproductive.

If the content mentions a faculty member, instead of a question like "Who is a professor of the Department of Physical Education and Sports on the
<title> page?" with the answer "<Name of the professor>", generate "Who is <Name of the professor>?" with the response based on the page content.

Do not respond with "A professor described on the <title> page"; instead, use the actual content of the page. This logic applies to all other
instructions as well.

Additionally, the page title is provided, which can better reveal the text’s content. Use it and its connection to the text to comstruct
higher-quality instructions.

Moreover, the date of the last content update for each page is indicated. Use this information to improve the quality of the generated instructions.
Avoid asking questions like "When was the page content last updated?" as this question is not relevant; the date should only be used to add context to
the content.

Avoid using pronouns or generic nouns when generating questions. Instead, use named entities from the page title or as appropriate to the content.
Additionally, when listing facts in the model’s response, include all available facts without truncating them with phrases like "and others."

The model being trained will serve as an intelligent assistant for an educational organization. Therefore, this aspect must be the primary
consideration when creating instructions and responses-all must be in the context of the specific educational organization being referenced.

The text was obtained by automatically crawling the university website. This prompt is also generated automatically by substituting data obtained
during the crawl. Therefore, it may contain irrelevant or useless information. For such texts, generate JSON with the error field containing the
value "This text does not contain useful content for generating instructions." Do not generate instructions for meaningless content!

Possible Types of Instructions:

1. Questions to extract facts or details from the text (if factual material is present, questions must cover all of it). 2. Questions requiring
analysis or comparison of information. 3. Any other questions applicable for fine-tuning an intelligent assistant for DSU. Instructions and

responses must include both concise and detailed formats, fully covering the entire text (every part of the text MUST strictly participate as part of a
response) .

Output is allowed ONLY in JSON format; any other textual content is strictly prohibited! All output must be presented in Russian language only!

Figure 5. Designed prompt for generating instructions.

As a result, we generated an additional 806 instructions from 91 "problematic" files, increas-
ing the total dataset size to 25,633 instructions. This dataset volume is deemed sufficient for
the subsequent fine-tuning of the LLM. The source code of the instructions generation project

is available at https://github.com/EliseevVadim/InstructionsGenerator!,
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7. Extending Instruction Dataset By Relevant Context

After successfully creating classical instruction dataset, firstly we built the vector database
over relevant text files selected at Section 5. Before constructing the vector database, we needed
to select an appropriate retriever model. The "best" retriever should possess an encoder-only
architecture, as described by Karpukhin et al. [7], since our goal is to obtain high-quality
embeddings rather than generate text output, which is the function of a decoder. Additionally,
an effective retriever must be capable of processing long sequences, as emphasized by Khattab
and Zaharia [8], and generating embeddings with a high dimensionality d.

Since we are working with texts in Russian and our intelligent assistant will be producing
responses in Russian as well, it is preferable to use a model specifically trained on Russian texts
rather than one adapted from other languages. Therefore, we selected the Giga-Embeddings-
instruct model as the retriever.

The selected model, Giga-Embeddings-instruct, is designed to process contexts up to 4,096
tokens and generate embeddings with a dimensionality of d=2,048. It is based on the GigaChat-
Pretrain-3B architecture, where decoder attention has been replaced with encoder attention,
and incorporates Latent Attention Pooling [9] for aggregation. This model is suitable for the
task at hand, as it contains only 2.5 billion parameters, ensuring efficient execution on personal
devices. Despite its relatively small size, the model demonstrates high-quality vectorization
and ranks second in the ruMTEB benchmark as of December 27, 2024.

Following the selection of the retriever model, the next step was to determine the chunk
size and chunking strategy for document processing. Since the vector database at this stage
is intended solely for the creation of a fine-tuning dataset, we opted to divide the documents
into relatively small chunks of 500 tokens, with a 50-token overlap. This approach was
selected to prevent the model’s context window from becoming overloaded during fine-tuning.
The tokenizer of the LLaMA-3.1-8B model was employed to define the chunk size, as this
is the model slated for fine-tuning with the dataset. Furthermore, to avoid redundancy and
ensure the quality of the vector database, it was essential to remove duplicate text files prior to
chunking. Duplicate content could result in identical fragments being retrieved during vector
search, negatively affecting the efficiency of the RAG system.

Upon removing duplicates and splitting the documents into chunks, we obtained a total
of 9,935 chunks. Using them, we constructed a vector database using the FAISS framework.

During the embeddings generating, we applied normalization [I9] enabling the use of cosine
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similarity [16] for effective similarity search over the vector database.

After constructing the vector database, we proceeded to enhance our instructional dataset,
which consists of input-output pairs, by incorporating relevant context. This context was
obtained through the retriever model, which conducted a similarity search within the vector
database based on the input field. In this manner, we will adapt the model to the specific
retriever in use and train it to extract the correct answer from the retrieved documents during
fine-tuning. In this process we will provide the model with three documents along with the
input. This limitation was imposed to prevent overloading the generator’s context window, as
using a greater number of documents could introduce noise and negatively affect the quality of
the generated answers [6].

For each input x from our synthetic instruction dataset we retrieved three semantically
closest chunks ¢ using cosine similarity cos(#). It can be found as:

c-T

cos() = (1)

~ lelllz]

where ¢ -7 is a scalar product of vectors that can be found as:

d
C-X = Z CiT; (2>
i=1

and ||c||, ||| are Euclidian norms of vectors ¢ and i that can be found as:

lell =

d
2
2.
i=1

The cosine similarity takes values in the range [—1, 1], where 1 indicates that the vectors

are identical, 0 corresponds to orthogonality (i.e., no semantic similarity), and -1 signifies that
the vectors are diametrically opposed. Consequently, the higher the value of cos(f), the closer
the input ¢ to chunk c. In this work, for each input, we retrieved the three passages with the
highest similarity scores. Then we added these passages to our dataset as the context field. The
source code of extending instructional pairs with relevant context from the vector database is

open-source and available at https://github.com/EliseevVadim/InstructionsGenerator.

8. Future Work

Following the creation of the RAG-based instruction dataset, we plan to fine-tune the gener-

ator model using the LoRA approach [5]. For this task, we selected the LLaMA-3.1-8B model,
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an open-source model that combines relatively high performance with a moderate number of

parameters, enabling fine-tuning process even on limited computational resources.

In addition, we intend to develop a new vector knowledge base. It will include not only the
documents retrieved by the method described in this work but also text extracted from various

file formats gathered through website crawling.

Given the need to store substantial volumes of vectorized textual data and to ensure regular
database updates, we are considering persistent storage solutions. We intend to use pgvector
for this purpose. For this moment we already developed the tool, allowing administrators
managing the vector database by adding a new documents and removing irrelevant text chunks

from it.

We anticipate that applying the proposed method for generating a RAG-based instruction
dataset will significantly enhance the generator’s performance. Moreover, the model is expected
to maintain high-quality answers even as domain knowledge evolves, by effectively leveraging

an easily updateable knowledge base.

9. Conclusion

In this study, we proposed a method for constructing a RAG-based instruction dataset
intended for fine-tuning a generator within the RAG system of an intelligent assistant for a
university. The main contribution of our work lies in the development of a system specifically
trained to operate on domain-specific data related to DonSU. Unlike previous studies that
primarily utilized existing datasets, we created a dataset from scratch by extracting information
from the university’s website and applying a sequence of preprocessing and transformation steps
outlined in this paper. We described the full pipeline, from parsing raw web data to enriching
a classical instruction dataset with additional context retrieved from a vector database based
on semantic similarity to the input. As a result, we compiled a dataset comprising over 25,000

input-context-output triplets, ready for use in fine-tuning the generator model.

In future research, we intend to fine-tune the LLaMA-3.1-8B model on the constructed
dataset, expand the vector knowledge base using the full set of collected documents, and imple-
ment a complete RAG pipeline. This system is expected to deliver high-quality, contextually
relevant responses, maintaining robustness regardless of updates are made to the underlying

knowledge base.
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The paper explores the problem of building trustworthy artificial intelligence based on
large language models and p-computable checkers. For this purpose we present a concept
of framework for reliable verification of answers obtained by large language models (LLMs).
We focus on the application of this framework to digital twin systems, particularly for smart
cities, where LLMs are not yet widely used due to their resource intensity and potential for
hallucination. Taking into account the fact that solution verification from a suitable set of
tasks is p-computable and in most cases less complex than computing and implementing
the whole task, we present a methodology that uses checkers to assess the validity of
LLM-generated solutions. These checkers are implemented within the methodology of
polynomial-time programming in Turing-complete languages, and guarantee a polynomial-
time complexity. Our system was tested on the 2-SAT problem. This framework offers a
scalable way to implement trustworthy Al systems with guaranteed polynomial complexity,
ensuring error detection and preventing system hangups.

Keywords: digital twins, smart city, polynomial programming methodology, Turing-
complete language, semantic programming, large language model, trustworthy Al, deduc-

tive verification, 2-SAT

1. Introduction

Today, an increasing number of users are joining the use of artificial intelligence. Artificial
intelligence is being applied to a wide range of tasks and this range is growing. However, there
have already been many cases where the involvement of Al in particular large language models,
has led to incorrect and even dangerous decisions. Therefore, it is important for us to obtain
a trusted artificial intelligence. In this paper, we propose a concept of framework for reliable
verification of decisions obtained using a large language model.

The topic of trustworthiness of artificial intelligence systems has recently received increasing
attention from both Al researchers and Al systems users. It is the concept of designing and
operating Al systems that are guaranteed to have the characteristics that we would normally
ascribe to some agent. In this case, we usually talk about safety, security, responsibility,
reliability, reproducibility, efficiency, productivity, transparency, confidentiality, fairness, ethics
of its actions and results. All of this also applies to AI systems. The main challenge of
trustworthy Al is to find an answer to the question, how to achieve it? And often the problem
is to find a toolkit that will be used to achieve the desired result.

In the case of the symbolic approach, trust can be guaranteed by the presence of a reasonable,
explainable, transparent and reliable development and operation environment based on logical

and probabilistic principles. At the same time the use of machine learning technologies is
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dangerous due to high uncertainty and low level of transparency and validity of the results
obtained. It is especially peculiar to the technology of artificial neural networks, in particular,
to the technology of large language models (LLM), when we face the "black box" effect and

hallucinations.

At the moment, trusted artificial intelligence is most in demand for implementation in digital
twin systems ([7], [15]). We are considering the construction of digital twins for smart cities
([14]), but we are not yet able to involve LLMs due to their unreliability and high resource
intensity. However, there are still plenty of tasks that require involving LLMs to get at least
inaccurate solutions for multiparametric problems that are impossible or difficult to solve using
analytical methods based on available resources. We realize that it is necessary to check the

correctness of these solutions. Therefore our concept is invented.

It is well known that solving NP-class problems ([17]) has a high computational complexity
above polynomial. However, verifying a solution is a more simple task and often belongs to class
P and requires polynomial time. This concept allows us to reduce the cost of computational
resources on the side of the digital twin due to verification of solutions by a checker working
in polynomial time. The checkers themselves are written within the framework of polynomial-
time programming methodology in Turing-complete languages ([8]). Our methodology allows
us to check whether our checker corresponds to class P. The polynomial complexity check is
performed following the methodology of semantic programming, where tasks are formulated

following to the task approach (|16]).

Let us note another advantage of our methodology. There are a lot of cases when imple-
mentation of task solution checker is simpler than implementation of solver for this task. Since
our methodology is based on implementation of checkers instead of solvers, our approach allows

reducing developer efforts in these cases.

The system, which is described in detail below, was tested on the 2-SAT problem. Scenarios
were considered when the LLM gave the correct answers and when it was wrong. A finite
set of checkers with partial order applied to evaluate the answers. Next, the jointness of the
solver obtained using LLM and a certain checker from the set is evaluated. A solution can be
decided as trusted only when the domain of the original problem coincides with the domain of
the solver. The advantage of this framework is that it allows us to use trustworthy artificial
intelligence systems while guaranteeing polynomial complexity. In addition, the system signals

errors and hangups. The 2-SAT problem is only an illustrative example of understanding the
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concept of a conceptual environment for developing trusted intelligent systems. The concept
itself is applicable to other classes of tasks.

This paper is divided into the following sections. The essence of the proposed concept and
its fundamental foundations are outlined in the second section. The next section describes the

testing of the system. A summary of the results is presented below in the conclusion.

2. Framework

In this section we present a conceptual framework for ensuring trustworthiness of Al-based
solvers (for example, LLMs).

First of all, we formalize the concepts of Al-based solver and checking environment.

/

Algorithm
foriin Listdo { send task ti to LLM D[ LLM

find solution of the NP-task ti;

use this solution futher;}

N
A \
solution s, if Checker1
gave true (task fi,solution s)

solution s, if CheckerN

gave true
\ Vv

undefined

Algorithm iffalac-or CheckerN Checker1
solution to the task ti O(|x|*pN) O(|x|*p1)

T T send ti if CheckerdJ gave false ‘

send ti if Checker1 gave false

solution s

Fig. 1. The process of solving problems in combination of algorithms and LLMs

Let letters I and O (possibly with indices and primes) denote sets.

An Al-based solver S for inputs set I and outputs set O is a (possibly partial) function from
D — R. The partiality property means that there are inputs where the solver cannot solve the
problem.

Let bool = {true, false}, and dom(f) denotes the domain of a partial function f.

A checking environment F is a pair (¥, <) where W = {4q,...,1,} is a finite set of partial
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functions ¥; € D; x R; — bool called checkers, and < is a partial order relation on ¥ such that
for all 1 < 5,k < n the following properties hold for each input ¢ € I:
o j <kAY; <YpNiedom(y;) = i€ dom(yy) NYr(i) = ;(i);
o (Y5 < Yp) A (Y < ) A € dom(yy) =
i € dom(vy) AN i(t) = (1) Vi & dom(vy,).

The checking environment FE is attached to the Al-based solver S, providing verification of
the correctness of the output o of S at the input i, i.e. the correctness of the pair (i,0), by
applying checkers from W. The true value of the checker means that the solver returned the
correct result o at input ¢, the false value does that the solver’s result is incorrect at this input,
and the undefined value L does that the checker could not make an estimate.

The < relation specifies the order in which the checkers are run.

If ¥; < 9y, then the checker ¢4, can run only after the checker v; returns the result, and
whether the checker 1y is started depends on this result. The checker v is run only if the
checker 9; failed to check the pair (i,0), i. e. 1; returned an undefined value L. The first
property ensures that if the checker ¢; did not fail to check the pair, then running the checker
1, returns the same result, that is, it makes no sense to run it.

If =(¢; < vy), and —(¢); < 1), then the checkers ¢; and ), can be run in parallel. The
second property ensures consistency of the results of parallel checkers, which means that it
cannot happen that one of them returned false and the other returned true.

A solver S and an environment F are consistent if D; C D, and F; C E for each 1 < j < n.
The consistency property means that checkers work within the state space D x E of the solver.

Now we can define trustworthiness condition for Al-based solvers.

A solver S is trustworthy w.r.t. an environment E on a set I’ C I if for each ¢ € I’ there
exists a path ¢y, < ... < ¢, such that ¢, (i) = L for each 1 <r <1 —1, and t,,, € bool.
The existence of the path means that checking environment estimates the solver on any inputs
from I’

A solver S is trustworthy w.r.t. an environment F if A solver S is trustworthy w.r.t. an
environment E on a set I. This property means that solver S is trustworthy at any inputs.

Let us note that the system (S, E) consisting of a solver S and checking environment F
can be considered as a hybrid intellectual system with intellectual part S and analytical part
E that provides total or partial (on a subset of inputs) trustworthiness of S. Since checker

implementation is simpler than solver implementation in many practical cases, hybrid nature
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of our approach allows reducing developer efforts in practice.

There are two problems that arise when building such a hybrid Al

First, we need to make sure that all checkers from the checking environment are working cor-
rectly. To address this problem we use formal verification methods (in particular, the deductive
verification method [9]) for ensuring the correctness of the checkers themselves).

Second, we need to ensure relatively small time complexity of the checkers included in
the checking environment. To address this problem we use polynomial-time programming
methodology in Turing-complete languages ([8]) which allows us to check whether a checker
corresponds to class P.

With this in mind, we define a conceptual framework as the quadruple (S, E, Ay, Ay), where
(S, E) has already been defined above, A; is a set of checkers verification tools, and A is a set

of checkers complexity assessment tools.
3. Experiments

In this section, we illustrate the main components of the conceptual framework using the

example of solving 2-SAT problems.

3.1. Application of our framework to 2-SAT problem

2SAT is an P-class problem of assigning values to binary variables to perform a conjunction of
k disjunctions. It is a special case of the general Boolean satisfiability problem. Thus, Problem
of 2-SAT can be stated as: Given Conjunctive Normal Form F with each clause having only 2
terms:

F=(AVB)AN(AyV B)AN(A3V B3) A--- AN (A V B)

Is it possible to assign such values to the variables so that the Conjunctive Normal Form is
TRUE?

The checking environment E of our conceptual environment consists of two functions:
twosat_solver and sat_solution_checker. Implementations of these functions are available
in our repositories |11, 12| and also in Appendix A and Appendix B. These implementations
correspond to our polynomial programming methodology (The corresponding polynomiality
tests make up the component Ay).

The twosat_solver function allows us to check unsatisfiability case. Thus, dom(twosat_solver) =

{(7,0) | i is a 2-SAT task, and o = unsat}. We define formal specifications of this function to
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verify its implementation. This function checks the property of existence of path from x to
—x and existence of path from —z to x in implication graph for any formula variable x. This
property is important in the field of 2-SAT problem. If this property holds, than formula
is unsatisfiable. Let us note that implementation of whole 2-SAT solver requires not only
implementing check of this property but also implementing search of all strongly connected
components of implication graph and topological sort of these components to build solution of
2-SAT problem [2]. But our approach based on using checkers in our environments allows us to
avoid implementing whole 2-SAT solver. Thus, we use the twosat_solver function instead of
implementation of whole 2-SAT solver. Consequently, we have reduced developer efforts in this
case. Another function twosat-solver used in specifications is implementation of solution of
SAT problem using generation of all combinations of possible values of formula variables. Spec-
ifications describe equivalency between this ineffective simple implementation and polynomial
complex implementation of 2-SAT solution algorithm in the case of unsatisfiable formula. We
have used the C-lightVer deductive verification tool [13] (an element of A; from the conceptual
environment) to prove property of this equivalence described in specifications. This proof allows
us to guarantee that implementation of this unsatifiablity checker is trustworthy [10].

The sat_solution_checker function allows us to check whether a set of variable values
proposed by LLM is solution of 2-SAT problem. Thus, dom(sat_solution_checker) =
{(i,0) | i is a 2-SAT task, and o = sat}. The polynomial implementation of this function is
based on iterations over disjunctions and variables of formula.

We use ChatGPT and DeepSeek as solvers in our conceptual framework and apply the
prompt from Appendix C to solve 2-SAT problems on these LLMs.

Application of our framework to 2-SAT problem allows us to solve tasks that can be reduced

to 2-SAT problem.

3.2. Heterogeneous resource allocation (HRA) in the case of two

resources and one-level dependencies between tasks

We use the task of heterogeneous resource allocation (HRA) from the paper [1] as the first
case study. We consider that we have two platforms, each with an unbounded number of
processors. We want to execute an application represented as a Directed Acyclic Graph (DAG)
using these two platforms. Each task of the application has two possible execution times,

depending on the platform it is executed on. Finally, there is a cost to transfer data from one
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platform to another one between successive tasks. Maximum depth of this DAG is 1. So task
can depend only on task that has no dependencies. Tasks could be executed in parallel. Each
task predecessors could be ran on different platforms (i.e when task 1 depends on 2 and 3, these
tasks may be executed on different platforms).

The goal is to calculate minimum possible time of total DAG execution and return platform
for each task.

We use a polynomial algorithm for solving this task and apply obtained polynomial algorithm
to this task [1]. This algorithm is based on reduction of this task to 2-SAT problem. Reduction
of considering task to 2-SAT is implemented by us and available in the repository [11]. We use
application of our framework to 2-SAT problem for solving tasks obtained by this reduction.

Two examples of our first case study lead to 15 2-CNF formulas: 8 2-SAT formulas resulted
from first example and 7 2-CNF formulas resulted from second example. On the one hand, all 8
2-CNF formulas corresponded to first example have been solved by both LLMs (ChatGPT and
DeepSeek). Our checkers allowed us to verify solutions of these 8 2-SAT cases. On the other
hand, only one formula corresponding to second example has been solved by our solver. Let
us note that this formula has been solved by DeepSeek and has not been solved by ChatGPT.
The set of 7 2-CNF formulas corresponded to second example contain interesting case when
DeepSeek reports about unsatisfiability but our unsatisfiability checker allows us to discover

that this formula is not unsatisfiable. The representation of this formula from prompt in

DIMACS CNF format is follow:

p cnf 36
-320
-120
-3 -20
120
-1-20
320

Let us consider DIMACS cnf format which is used by a lot of modern SAT solvers and by
us to define 2-SAT instances in prompt. The number of variables and the number of clauses
are defined by the line p cnf variables clauses. Each of line below specifies a clause: a
positive literal is denoted by the corresponding number, and a negative literal is denoted by

the corresponding negative number. The last number in a line should be zero.
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Let us consider the classic representation of this formula:
(mxg Vo) A (mxy V) A (ma3 V —ag) A (21 V x2) A (mxy V oxe) A (23 V 22)
This formula is not unsatisfiable (for example, this formula is true in the case of x; = false,
xe = true and x3 = false).
This case is interesting since unsatisfiable case is more difficult to analyze due to absence of

proposed solution in this case.

3.3. Applications in Smart Cities and Multi-Blockchains

The future of urban management is being redefined through the convergence of smart city
initiatives, multi-blockchain architectures, and advanced artificial intelligence. This section
presents an integrated framework where diverse blockchain systems store and process infor-
mation across various domains of a smart city, smart contracts execute all business logic au-
tonomously, and trustworthy AI underpins decision-making. Moreover, a polynomial complex-

ity HRA-task is employed to maintain efficient control over the multi-blockchain ecosystem.

3.3.1. Architecture of the Multi-Blockchain Ecosystem

The framework implements a three-levels hierarchy:
1. Master Blockchain (1st Level):
e Root layer with maximum decentralization /security (e.g., PoW/BFT)
e Manages cross-domain coordination and integrity proofs
2. Sector-Specific Blockchains (2nd Level):
e Domain-optimized consensus (PoS for energy, PBFT for emergency services)
o Interfaces between subsectors and master chain
3. Subsector Blockchains (3rd Level):
e High-throughput chains for granular operations (DAG-based consensus)

e Examples: traffic light control, household energy metering

3.3.2. Coordination and Processing Workflow
e Bottom-Up Processing:
3rd level — 2nd level — 1st level

Parent chains process only after child chains complete

e Resource Allocation:



102 Nechesov A.V., Kondratyev D.A., el all. Conceptual Framework for Trustworthy Artificial Intelligence ...

— GPU-intensive: PoW-like consensuses
— CPU-intensive: BFT/PoS consensuses

— Single-device execution per blockchain

3.3.3. Polynomial-Time Heterogeneous Resource Allocation (HRA) Task

Let:

B ={B1,Bs,...,B,} (blockchains)

R = {GPU,CPU}

T(B;) : Processing time for blockchain B;
B; < By, : Processing order constraint
Objective:
min (Ele%%{ < Z T(Bﬁ))
B; assigned to r

Constraints:

e Order preservation:
VB; < By, start_time(B;) + T'(B;) < start_time(By,)
e Consensus-specific resource assignment:
GPU-required B; = B; assigned to GPU device

Since the master blockchain will be processed after we have processed all other blockchains,

this problem is reduced to the HRA problem for a DAG- graph with two layers. This problem

can be solved in polynomial time!

The integration of multi-blockchain storage, smart contracts, trustworthy Al, and efficient

resource allocation creates a resilient and adaptive infrastructure for smart cities. By parti-

tioning data into specialized ledgers, automating business processes via smart contracts, and
underpinning operations with transparent and accountable Al, urban systems can achieve un-
precedented levels of efficiency, security, and scalability. Furthermore, the deployment of a
polynomial complexity heterogeneous resource allocation algorithm provides the necessary con-

trol to manage diverse and dynamic resources across the entire multi-blockchain ecosystem.
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3.4. Wireless sensor network (WSN) connectivity analysis

We use the task of wireless sensor network connectivity analysis from the paper [4] as the
another one case study. Since wireless sensor networks (WSN) are widely applied to such
perspective area as smart city creation [3], considering task is important [6].

This task is based on representation of communications between sensors as graph. This
graph is referred to as communication graph. Vertexes of this graph are sensors. There is edge
between sensors if and only if direct communication between these sensors exists. Let us note
that this graph is directed due to possibility of only one-side direct communication in some cases
(for example, when distance between two sensors does not allow sending messages from sensor
with less powerful transmitter to sensor with more powerful transmitter but allows sending
messages from sensor with more powerful transmitter to sensor with less powerful transmitter).
Considering task is to check whether communication graph satisfies the following property:
ability of each sensor to communicate with each another sensor with opportunity of using other
sensors as repeaters. This property is equivalent of strong connectivity of communication graph.

The reduction of question about strong connectivity of communication graph to black-and-
white 2-SAT problem has been described in the paper [4]. This reduction is interesting due its
simplicity: each edge (a,b) is translated to implication a — b (—aV b conjunct in obtained 2-cnf
formula). But authors of the paper [4] have proved that it is necessary to avoid cases when
all variables (vertexes) have true values in 2-SAT solution and when all variables (vertexes)
have false values in 2-SAT solution. Authors of the paper [4] have proposed to add the
following two conjunctions to the formula to solve this problem: x1 V2o V...V 2,1 V x,
and -z V —xe V...V ox, 1 V —x, (where xq1,29,. .., 2, 1,2, denotes all formula variables
(all graph vertexes)). 2-SAT problem with these two additional constraints is referred to as
black-and-white 2-SAT problem.

Authors of the paper [4] have proved that communication graph is strongly connected if and
only if corresponding black-and-white 2-SAT problem is unsatisfiable. But it is necessary to
reduce considering task to ordinary 2-SAT problem instead of black-and-white 2-SAT problem
to solve obtained 2-cnf formula in polynomial time. Thus, we propose reduction of considering
task to ordinary 2-sat problem. We state that two additional constraints can be replaced by
statement of presence of pair of variables that have different values in obtained solution. We
suggest to check this statement in the iteration over all pair of variables. We propose to add

to the formula constraint (z; V z;) A (—z; V —z;) (where x; and z; are iterated variables) on
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each iteration instead of adding big "black-and-white" constraints. We try to solve obtained
2-SAT problem on each iteration using application of our framework to 2-SAT problem. If
obtained formula occurs satisfiable on some iteration then communication graph is not strongly
connected. Else if obtained formula is unsatisfiable on each iteration then communication graph
is strongly connected. Thus we improve result from the paper [4] by reducing question of graph
strong connectivity to ordinary 2-SAT problem instead of black-and-white 2-SAT problem. We
have implemented this reduction in our repository [12].

Let us consider example of wireless sensor network described in the paper [4]. Corresponding

communication graph is presented on Figure 2.

Fig. 2. Communication graph of wireless sensor network described in the paper [4]

Application of our approach to this communication graph results to 45 2-cnf formulas due
to count of possible pairs of 10 variables. All of these 45 formulas are unsatisfiable. Thus, this
communication graph is strongly connected. For example, let us consider the representation in

DIMACS CNF format of the first formula from these 45 formulas:

p cnf 10 20
-160
-6 10
-260
-6 2
-6 3
-3 4
-4 6

O O O O o

-8 7
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-6 70

|

\]
© © o o
© o o o o o

-8
-9

-9 10 0
-10 8 0
-9 50
120

1 -20

The classic representation of this formula has the following form:

(mx1 Vag) A (mag V1) A (mxa V ag) A (—g V @) A (g V x3) A (mxg V xg) A (mxg V zg) A
(mxg V7)) A (mxe V xr) A (mor Vag) A (mxs V or) A (mxr Vas) A (mxr Voag) A (mzg V xg) A
(mxg V 28) A (19 V 210) A (mx19 V 28) A (09 V 5) A (21 V 29) A (m2q V —g)

The first 18 conjuncts of this formula correspond to connection graph edges. The last 2
conjuncts of this formula are resulted of first iteration over variables pairs. These conjuncts
state that the values of x; and x5 variables are different.

Applications of solvers from our framework to this formula led to the opposite results. On the
one hand, the direct answer of DeepSeek is that this formula is satisfiable. Our unsatisfiability
checker shows that it is wrong answer. On the other hand, DeepSeek generates Python code to
solve 2-SAT tasks. Execution of this code results to correct answer about unsatisfiability of this
formula. Let us note that application of ChatGPT to this formula lead to correct answer about
unsatisfiability of this formula. This case demonstrates importance of using our unsatisfiability
checker.

Question of connectivity robustness of wireless sensor network relative to removing nodes
or edges is important [5]. Removing direct connection from sensor 7 to sensor 6 results to
modification of the example presented at Figure 3.

Application of our approach to this modified communication graph results to only 4 2-cnf
formulas since solution has been found on fourth iteration. Let us consider this satisfiable

formula obtained on fourth iteration:
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Fig. 3. Communication graph of wireless sensor network described in the paper [4] without the direct communication

from sensor 7 to sensor 6

p cnf 10 19

-16
-6 1
-2 6

|
(o)}
(o9} © (09) o1 ~ ~ ~ (0} ) w N
o o (@) o o o (@) o o o o

-9 10 0
-10 8 0

-95b
150

-1 -50

0
0
0

0

The classic representation of this formula has the following form:
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(mx1 Vxg) A (mxe V xy) A (mza V ag) A (—xg V 2) A (mxg V og) A (mxs3 Vay) A (mzg V xg) A

A
(mxg Var) A (mxg V or) A (mxs V ar) A (—xr Vo) A (mxr Vag) A (mxg V xg) A (mxg V g) A

(_|l'9 vV .Tlo) N (_|.CC10 vV .Tg) VAN (_ﬂ?g V .135) VAN (33'1 V 1'5) VAN (_LTl vV _|.’13'5)

The first 17 conjuncts of this formula correspond to connection graph edges. The last 2
conjuncts of this formula are resulted from fourth iteration over variables pairs. These conjuncts
state that the values of x; and x5 variables are different.

Execution of Python code generated by ChatGPT for solving this task has crashed with
runtime error. Thus, we have undefined result of ChatGPT solver in this case. On the one
hand, the direct answer of DeepSeek is statement about satifiable of this formula. But our
solution checker shows that solution proposed by DeepSeek in direct answer is incorrect. On
the other hand, execution of Python code generated by DeepSeek results to correct solution.
This correct solution is the following assignment: z; = false,xy = false,x3 = false,xy =
false, x5 = true,xg = false,x7; = true, xg = true,r9 = true,x1g = true. Let us note that
we do not need in using big "black-and-white" constraints to achieve this result. This case

demonstrates importance of using our solution checker.
4. Conclusion

This paper presents a novel framework for the reliable verification of answers obtained by
large language models (LLMs), with a focus on their application in digital twin systems for smart
cities. Our experiments, conducted using the 2-SAT problem, demonstrated the effectiveness
of the framework in correctly identifying trusted solutions, even in the presence of incorrect or
suboptimal responses from the LLM. Let us note that advantages of reduction of tasks to 2-
SAT led us to such improvement of result of the paper [4] as reduction of question about graph
strong connectivity to ordinary 2-SAT problem instead of black-and-white 2-SAT problem.

The mathematical foundation of the concept, coupled with successful experimental results,
provides strong evidence for the feasibility of using this framework to integrate trustworthy
AT into resource-constrained environments, such as digital twins. This approach not only
guarantees polynomial-time complexity but also offers a robust mechanism for error detection
and system stability. Moreover our methodology can reduce developer effort due to simplicity
of checker implementation relative to solver implementation.

Future work could focus on extending the framework to other problems, optimizing the

verification process, and exploring its application in real-world smart city implementations.
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Overall, this research contributes a significant step toward realizing reliable and efficient Al

systems, facilitating their safe deployment in complex, critical environments.
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A. Appendix A

We implement checking unsatisfiability as following twosat_solver function written in C program-

ming language (formal specifications of this function are written in C comments using Applicative

Common Lisp language):

/*
(and
(integerp
variable_count
)
(<
0
variable_count
)

(integer-listp

implication_graph_transitive_closure

(len
implication_graph_transitive_closure
)
(*
4
(*
variable_count

variable_count
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)
*/
int twosat_solver(int variable_count,

int implication_graph_transitive_closurel[])

{
int x = 0;
int satisfiable = 1;
/%
(and
(integerp
variable_count
)
(<
0
variable_count
)
(integer-listp
implication_graph_transitive_closure
)
(=
(len
implication_graph_transitive_closure
)
(*
4
(*
variable_count
variable_count
)
)
)
(integerp
X
)
(<=
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X
)
(implies
(=
satisfiable
0
)
(and
(=
(nth
(+
(*
X
(*
variable_count
2
)
)
(+
X
variable_count
)
)
implication_graph_transitive_closure
)
1
)
(=
(nth
(+
(*
(+
X
variable_count
)
(*

variable_count

2
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)

implication_graph_transitive_closure

1
)
(<
X
variable_count
)
)
)
)
*/
while (x < variable_count && satisfiable == 1)
{
if (implication_graph_transitive_closure[
X + variable_count + x * 2 * variable_count] == 1 &&
implication_graph_transitive_closurel[
X * 2 % variable_count + x +
variable_count * 2 * variable_count] == 1)
{
satisfiable = 0;
}
else
{
X++;
}
}
return satisfiable;
}
/*
(implies
(=
satisfiable
0
)

(not
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(twosat-solver
(boolean-variable-values
variable_count
nil
)
variable_count

implication_graph_transitive_closure

*/

B. Appendix B

We implement checking solution of 2-SAT problem as following sat_solution_checker function

written in C programming language:

int sat_solution_checker(int variable_count,
int disjunction_count,
int* twocnf_formula,

int* variable_values)

int result 1;
for (int i = 0; (i < disjunction_count) && (result == 1);

i++)

int index_i = 2x%i;
int first_literal = twocnf_formula[index_i];

int second_literal = twocnf_formulal[index_i + 1];

int first_literal_variable;
if (first_literal > 0)
{

first_literal_variable first_literal;

first_literal_variable -first_literal;
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int first_variable_value;

int first_variable_find = 0;

for (int i = 0;

(i < variable_count) && (first_variable_find == 0);
i++)
{
int variable;
if (variable_values[i] > 0)
{
variable = variable_values[i];
}
else
{
variable = -variable_values[i];
}
if (variable == first_literal_variable)
{
if (variable_values[i] > 0)
{
first_variable_value = 1;
}
else
{
first_variable_value = 0;
}
first_variable_find = 1;
}
}

int second_literal_variable;
if (second_literal > 0)

{

second_literal_variable = second_literal;

else

second_literal_variable = -second_literal;



System Informatics (Cucremuas nndopmaruka), No. 27 (2025)

int second_variable_value;

int second_variable_find = O;

for (int i = 0;

(i < variable_count) && (second_variable_find == 0);
i++)
{
int variable;
if (variable_values[i] > 0)
{
variable = variable_values[i];
+
else
{
variable = -variable_values[i];
}
if (variable == second_literal_variable)
{
if (variable_values[i] > 0)
{
second_variable_value = 1;
}
else
{
second_variable_value = O;
}
second_variable_find = 1;
}
}

if ((first_literal > 0) && (second_literal > 0))
{
if ((first_variable_value == 0) &&

(second_variable_value == 0))

result = 0;

115
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}
else if ((first_literal > 0) && (second_literal < 0))
{
if ((first_variable_value == 0) &&
(second_variable_value == 1))
{
result = 0O;
}
}
else if ((first_literal < 0) && (second_literal > 0))
{
if ((first_variable_value == 1) &&
(second_variable_value == 0))
{
result = 0;
}
}
else
{
if ((first_variable_value == 1) &&
(second_variable_value == 1))
{
result = 0;
}
}

¥

return result;

C. Appendix C

We use the following prompt to solve 2-SAT problems on LLMs:

We consider 2-satisfiability (2-SAT) problem. In computer science,
2-SAT is a computational problem of assigning values to variables,
each of which has two possible values, in order to satisfy

a system of constraints on pairs of variables. It is a special
case of the general Boolean satisfiability problem. Instances of
the 2-satisfiability problem are typically expressed as Boolean

formulas of a special type, called 2-conjunctive normal form
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(2-CNF) formulas. A 2-satisfiability problem may be described
using a Boolean expression with a special restricted form.

It is a conjunction (a Boolean and operation) of clauses, where
each clause is a disjunction (a Boolean or operation) of two
variables or negated variables. The variables or their negations

appearing in this formula are known as literals.

The goal is to solve a 2-SAT problem on input Boolean formula.

Use a polynomial algorithm for solving this task.

Input data is Boolean formula encoded in DIMACS CNF format.

Input data format is:

p cnf <number of variables ’N’> <number of clauses ’S’>

After that S lines of:

<first literal i where i is variable number in the case of
positive literal or i is negative variable number in the case of
negative literal> <second literal j where j is variable number
in the case of positive literal or j is negative variable number

in the case of negative literal> O

Output data format is solution encoded in DIMACS CNF format.

Output data format is:

s <result k where k is "SATISFIABLE" in the case of satisfiable
input formula or k is "UNSATISFIABLE" in the case of
unsatisfiable input formula>

If input formula is satisfiable then representation of variable
assignments in 1 line of:

v <variable assignments a_i separated by space (where i is
variable number i from 1 to N and a_i is i in the case of
assignment of true to variable i or a_i is -i in the case of

assignment of false to variable i)> 0

Solve this task for this example:
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